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Abstract

Major progress has been made recently in our understanding of large-scale ecological processes and patterns. Here,
a spatially explicit, multi-species, process-based, object-oriented landscape simulation model (SHALOM) is described
that is built upon major lessons from fields such as metapopulation dynamics and landscape ecology. Consistent with
the current landscape ecology terminology, SHALOM has physical classes (landscape, habitat, cell, patch) and
biological classes (population, species, community). Each class has functions and characteristics that are strongly
based on ecological realism. Processes of SHALOM are modelled on local and global scales. At the local scale,
populations grow continuously, and are affected by: (1) a community-level saturation effect (ratio between energy
consumed by all populations in a patch and the energy offered by that patch); (2) a species-habitat match (match
between a species’ niche space and the patch’s habitat space); and (3) demographic stochasticity (inverse population-
size dependent residuals from deterministic birth and death rates). The global-scale processes of the model include
fitness-optimizing migration and catastrophic stochasticity (disturbance) that can be controlled for its probability,
intensity, and spatial range. The processes of the model use allometric relationships and energy as a common currency
to bridge differences between species of different body sizes located in habitats of different productivities. These
processes also allow both intraspecific and interspecific effects to take place simultaneously without assuming a
specific relationship between the two. Hence, SHALOM, with its functions and procedures, opens new opportunities
to study combined ecosystem, community and population processes. Simulation results given in the paper on species
composition and diversity show that the integration of interspecific competition, demographic stochasticity and
dispersal revealed different predictions when different combinations of these processes were used. One novel
prediction was that the complex relationship between dispersal and demographic stochasticity caused the global
extinction of the largest species. This, in turn, might have further implications for conservation. Overall, the model
represents a synthetic approach that provides ways to explore high-level ecological complexity and suggests
predictions for future studies of macroecological questions. © 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Exploring large-scale ecological patterns and
processes is a major current interest in ecology
(Brown, 1995; Hansson et al., 1995; Rosenzweig,
1995). It is commonly recognized that large-scale
processes strongly influence both population-level
phenomena (Levin, 1974; Dunning et al., 1992;
Johnson et al., 1992; Pulliam et al., 1992) and
especially species diversity patterns (Brown and
Maurer, 1989; Rosenzweig, 1992; Hanski et al.,
1993; Holt, 1996a,b; Hanski and Gyllenberg,
1997). Fields such as metapopulation dynamics
(Levins, 1969, 1970; Hanski and Gilpin, 1991,
1997), landscape ecology (Turner, 1989; Forman,
1995; Pickett and Cadenasso, 1995), and patch
dynamics (Pickett and White, 1985; Collins and
Glenn, 1991; Levin et al., 1993) focus on the effect
of the environment and large-scale processes on
single-species distributions as well as species-di-
versity patterns.

Population-level and species-diversity patterns
may depend on the temporal and spatial scales at
which they are described. For example, the spe-
cies-area relationship has been shown to subsume
four different relationships. Each emerges from
processes that depend on the spatial scale (from a
specific locality to the entire world) and the tem-
poral scale (from short-term ecological periods to
evolutionary time) (Rosenzweig, 1995). Ecological
scaling becomes important when different pro-
cesses affect populations and species at different
spatio-temporal dimensions (Ricklefs, 1987,
Fahrig, 1992; Wiens et al., 1993). For example, a
local scale is restricted to one habitat area, or
patch. It may include the processes of competi-
tion, the match between the species niche and the
habitat, and aggregation. In contrast, a landscape
scale includes a relatively large areca having many
different patches (Forman and Godron, 1986).
Here, processes may include migration and extinc-
tion. These scales represent two extremes on a

continuous axis. Intermediate scales may reflect

other processes (see Dunning et al., 1992; Holt,

1993 for different landscape processes). For exam-

ple, predation by a generalist predator that occu-

pies a wide range of local patches of its prey may
represent an intermediate-scale process affecting
the prey species (Holt, 1996b). The relative contri-
bution of each process may also depend on the
specific characteristics of the species. For example,

With (1994) showed that three grasshopper spe-

cies responded differently to the same micro-land-

scape structures.

In addition to the scaling effect, habitat hetero-
geneity (Turner, 1987; Kolasa and Pickett, 1991;
Hansson et al., 1995) also affects a variety of
ecological aspects, such as species interactions
(Pacala and Roughgarden, 1982; Danielson,
1991), foraging (Roese et al., 1991), dispersal
(Levin, 1974; Gardner et al., 1989; Johnson et al.,
1992), and disturbance (Pickett and White, 1985;
Turner 1987). In particular, the number of differ-
ent habitats (hereafter, habitat diversity), the size
of each habitat’s patch (hereafter, habitat size),
and the patchy distribution of the different habi-
tats’ patches in the landscape (hereafter, habitat
patchiness) may affect habitat heterogeneity
(Holt, 1992; Loehle and Wein, 1994):

o Habitat diversity affects communities because
different species may specialize on different
habitat types. In the presence of new habitats,
more species can exist (MacArthur, 1972). The
presence of new habitats may also change the
habitat selection of a species and may create
more opportunities for coexistence (Rosen-
zweig, 1991). Hence, a larger area with more
habitats has more species (Fox, 1983; Douglas
and Lake, 1994).

e Habitat size affects communities because spe-
cies may have a higher probability of escaping
extinction when their populations are larger,
and larger habitats support more individuals.
Population size is the key factor in the vulnera-
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bility of a population to local extinction

(MacArthur and Wilson, 1967; Richter-Dyn

and Goel, 1972; Leigh, 1981; Goodman, 1987;

Pimm et al., 1988). Rare species may disappear

due to environmental stochasticity, demo-

graphic stochasticity, and disturbances (Shaffer
and Samson, 1985; Pimm et al., 1988). Overall,
larger habitats will have lower extinction rates

(Schoener and Schoener, 1981).

o Habitat patchiness affects communities because
sub-populations of a species may escape local
extinction in a few patches and recolonize
those patches later on (Levins, 1969; Hanski,
1982, 1991; Harrison, 1991; Holt, 1992; Han-
ski, 1994). The greater the patchiness, the
higher the probability that some individuals of
a given population escape extinction in an en-
tire area (den Boer, 1968). This may result in
lower extinction rates. On the other hand, rela-
tive to a single-patched habitat with a larger
area, habitat patchiness will result in a lower
per-patch population size. Hence, each patch’s
population will have a higher probability of
extinction due to low population size (see
‘habitat size’ above). This may result in overall
higher extinction rates. Taken together, the
relationship between the effect of low popula-
tion size and the disturbance-colonization ef-
fect will determine the rate of extinction for a
particular population.

Kolasa and Rollo (1991) showed that the scal-
ing effect and environmental heterogeneity are not
independent. In turn, as emphasized by Kotliar
and Wiens (1990), different scales (Wiens, 1989)
should introduce different levels of heterogeneity
that may influence the way organisms respond to
their environment. For example, Morris (1987)
suggested that an organism that does not respond
to a particular heterogeneity presented at one
scale may respond (e.g. show differential habitat
use) to the heterogeneity presented at another
scale. This concept has led many ecologists to
accept the idea that ecological processes and pat-
terns are not fixed, but rather depend on the scale
under study (Addicott et al., 1987; Kotliar and
Wiens, 1990; Dunning et al., 1992; Wiens et al.,
1993). For example, Ricklefs (1987) demonstrated
that species diversity is affected by different eco-

logical processes at different scales. Hence, the
distribution of species and communities at a given
scale depends on the overall processes operating
at this scale, and these depend on the habitat
heterogeneity (the patchiness of different habitats
with different sizes) at this scale.

Biological heterogeneity, such as different body
mass (Brown and Maurer, 1989; Holling, 1992)
and different movement modes (With, 1994), may
also play a role in the way different scales of
environmental heterogeneity affect different spe-
cies (Levin, 1992). For example, Robinson et al.
(1992) showed that three small mammal species
differing in body size (Sigmodon hispidus, 135 g;
Microtus ochogaster, 43 g, Peromyscus manicula-
tus, 22 g), experience different persistence times
and have different population sizes in habitat
patches of various sizes. Because communities are
assemblages of potentially interacting species, the
community characteristics of a given spatio-tem-
poral scale may depend on the scale and the
structure of the environment.

Overall, scaling effects and environmental and
biological heterogeneity should create a higher-
level complexity that affects ecological systems
from single-species population dynamics to large-
scale species diversity patterns. Indeed, Levin
(1976) suggested that we may expect newly emer-
gent species-diversity patterns on some scales that
are not observed and cannot be studied on others.
Hence, the understanding of large-scale species
diversity patterns and processes cannot be simply
deduced from the understanding of local-scale
patterns and processes. We need to explore large-
scale species diversity patterns and processes in
the context of their occurrence, given the relevant
multi-scale processes and the heterogeneity of the
environment in question.

The fact that experimentation is impossible at
large scales and that without clear predictions
observed data might not be very helpful either,
makes modelling the major tool to explore large-
scale ecological patterns (Turner, 1989; Turner
and Gardner, 1991; Dunning et al., 1995; Turner
et al., 1995). Two directions characterize current
progress in landscape ecology and large-scale
modelling: (1) focusing on population, community
and landscape processes; and (2) using spatially
explicit population models.
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Recent studies (Kotliar and Wiens, 1990; Dun-
ning et al., 1992; Wiens et al., 1993; Forman,
1995) have emphasized the importance of apply-
ing a process-based approach when studying land-
scape ecology because processes drive observed
population and community dynamics. Addition-
ally, because processes are affected by environ-
mental heterogeneity, they add realism to studies
of landscape patterns. A process-based approach
might help to deal with the complexity of scaling
in ecological structures because the relative im-
portance of a given process may depend on the
spatial scale.

Spatially-explicit population models (SEPM;
Dunning et al., 1995) provide a realistic way to
model heterogeneous landscapes by clearly repre-
senting the distribution of both physical and bio-
logical components. They allow one to deal with
the different factors and processes affecting or-
ganisms given the number of habitats, patchiness,
and size of each patch’s habitat in the landscape.
Hence, different ecological consequences can be
explored and the overall effect of a given land-
scape matrix can be studied using SEPM.

2. Rationale

Given the potential of having higher-level com-
plexity and having an interaction between scaling
effects and environmental and biological hetero-
geneity, a realistic model should consider: (1) the
incorporation of landscape-scale processes with
local-scale processes; (2) the consideration of
scale-dependent processes and organisimal char-
acteristics; and (3) the integration of the three
habitat factors that may affect heterogeneity:
habitat diversity, habitat size, and habitat
patchiness.

Much knowledge about these three aspects re-
sults from previous models of the relationship
between habitat heterogeneity and community
characteristics (see above). However, many mod-
els of landscape ecology deal with limited subsets
of the potential complexity. Most models deal
with only one or two heterogeneity factors, but
not all three of them (Fahrig, 1992; Doak et al.,
1992). The models usually apply a descriptive

approach (Holt, 1992) rather than a process ap-
proach. They deal with only one community char-
acteristic, usually species diversity (Hastings,
1991), or with one ecological process, such as
dispersal (Kareiva, 1982). Finally, they usually
deal with a single species (Hanski, 1991) or two-
species community (Wu and Levin, 1994) rather
than with a more diverse community. In general,
the different models might not represent a broad
generality. Ecologists sometimes oppose models
that do not explore a specific system and, hence,
might not be realistic (Levin et al., 1997). How-
ever, as noted by Levins (1966), specificity may
come at the expense of generality which is re-
quired for establishing null hypotheses or
predictions.

Interestingly, the extensive study of general eco-
logical large-scale patterns (MacArthur, 1972;
Brown, 1995; Rosenzweig, 1995; Polis and Wine-
miller, 1996) is treated separately from the study
of landscape ecology, although they represent two
sides of the same coin. Landscape ecology deals
with the heterogeneity of a landscape and its
affected processes; macroecology deals with gen-
eral patterns observed at a large spatio-temporal
scale and usually speculates on their driving pro-
cesses. It is our challenge to unify these studies. In
addition, if indeed observed patterns of species
diversity at large scales result from some higher-
level complexity, then we must not reduce ecolog-
ical complexity when we explore these patterns.
We therefore should have the capability to run
simulations using multiple ecological processes
that may operate in different ways at different
scales possessing different heterogeneities.

Here I describe a process-based, multi-species,
object-oriented computer simulation model that
allows the exploration of the effect of environ-
mental heterogeneity on community structure and
species diversity patterns at different scales. The
model incorporates different processes that are
widely accepted to affect populations and commu-
nities at two major scales. The model achieves
considerable ecological realism, mainly by using a
mechanistic approach and allometrically based
functions. I embedded the model in new software
called SHALOM (species-habitat arrangement-
landscape oriented model). In the following sec-
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tion I will describe the design of the model, to-
gether with the options given by the software
regarding different ecological processes and the
landscape structure. I will use the term ‘model’
both for the theoretical design and for the
software.

Our current ecological knowledge, combined
with recently suggested modelling approaches and
modern computer techniques, challenge us to take
a risky but reasonable step toward more compre-
hensive simulation models that permit better un-
derstanding of general large-scale processes and
patterns in ecology. I intend SHALOM to be such
a step.

3. Model design
3.1. General

An object-oriented design (Booch, 1991; Mar-
tin, 1995) was used for my model, designing the
different components of ecological structure (e.g.
species, habitats) as classes of objects. I coded the
model in C++ (Stroustrup, 1995). Object-ori-
ented design may be a useful tool for ecological
modelling (Sequeira et al., 1991; Baveco and
Lingeman, 1992; Malley and Caswell, 1993; Fer-
reira, 1995). It allows one to model natural sys-
tems realistically because different components of
a model can be designed and coded as classes of
objects. A class is a general template of a particu-
lar component of a model, treated as an auto-
nomic unit obtaining its own characteristics and
functions. Objects are individual instances of that
class that have specific values. The characteriza-
tion of particular components as whole units that
encapsulate both functions and characteristics is
similar to the real world. This is the case with
population, species, community, cell, habitat and
patch being classes of objects in the present
model. For example, a species can be pro-
grammed as one unit encapsulating its data (e.g.
body size) and its functions (e.g. resource con-
sumption) to represent its ‘identity’. In addition,
the containment option of object-oriented pro-

gramming allows class objects to contain and use
the data and the functions from related objects of
a different class that depend on the first class.
Containment also helps to create an hierarchical
spatial structure: a landscape (the coarse grain of
the model) contains patches, and each patch con-
tains cells (the fine grain of the model). Patches
vary in area, so populations of the same species in
different patches may have different carrying ca-
pacities. The built-in definitions of classes and
objects make an object-oriented language a tool
ready for relatively easy programming of complex
relationships (Booch, 1991).

It is important to emphasize that although I
found object-oriented design to be powerful for
my work, it is a technical and a practical conve-
nience rather than a scientific one. The functions
and data structures mentioned in this paper could
have been programmed with procedural computer
languages as well. Hence, the use of object-ori-
ented design in this model represents my personal
speciality and desire to use the available object-
oriented approach.

3.2. Realism

The model strives for ecological realism. First,
it is process-based. It explicitly defines the pro-
cesses affecting species, populations and commu-
nities. In most cases it goes beyond the simple
description of a process to characterize it by its
mechanics. For example, a species’ body size and
its physical/physiological constraints determine its
preferred resource(s).

Second, SHALOM relies on empirical ecologi-
cal findings. It avoids arbitrary functions and
arbitrary value assignments. For example, the car-
rying capacity of a population emerges from com-
paring the energy consumption of all the
populations’ individuals (i.e., their metabolic
rates) with the energy flow supplied by the patch
(i.e. patch productivity).

Third, many of the processes’ coefficients de-
pend on body size via allometric equations.
Parameters for these equations come from the
empirical literature (Peters, 1983; Schmidt-
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The physical classes of the model

Landscape

Patch A

Column# O 1 2

E.g.,acell (0,7)
associated with a
Patch B single habitat (3)

3 4\5 6 7

Row #: 0 1 \ 1
1 1 1\ 1
2 1 1 1
3 3 3 3
4 3 3 3
5 3 3 3

3 1 1 1 1
i

/

Patch C

|

Patch D

Fig. 1. The physical classes of the model. The small squares in the landscape matrix are cells. Each cell is characterized by a single
habitat, given by the number inside each cell. All adjacent cells sharing a similar habitat create a patch (patches in the figure

surrounded by a thick line).

Nielsen, 1984; Calder, 1996). For example, the
power coefficient of the metabolic-rate function of
mammals is ~0.75 (Kleiber, 1961) with ~ 10%
increase for field metabolism (Nagy, 1987).
Hence, it is likely that values for many processes
of the model are realistic.

Finally, the model permits different values to be
entered manually, allowing for user-defined
landscapes.

In the following sections, the details of the
model’s design are provided. First, the model’s
classes and their characteristics are described. Sec-
ond, the model’s processes, both at the local scale
and the landscape scale are described and finally,

the model’s mechanics and dynamics are
described.

3.3. Model’s classes and their characteristics

3.3.1. Classes

I defined seven classes, that represent the bio-
logical components (population, species, commu-
nity) and physical components (cell, patch,
habitat, landscape) that produce an ecological
structure and adopted the current terminology of
landscape ecology (Forman and Godron, 1986;
Turner, 1989) for the terms used here. Fig. 1
shows graphically the definitions of the physical
classes of the model.

A landscape is the entire area under study. It is
a row-by-column matrix (or grid) of cells (i.e. a
two-dimensional array). For modelling purposes,
in an object-oriented design, a landscape is an
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abstract class that serves as the system controller
(Martin, 1995). It controls the list of patches and
cells, and it invokes the landscape-scale process,
i.e. dispersal and catastrophic stochasticity (see
‘model’s processes’ below). It is the coarse grain
of the model.

A cell is a square (or a raster) in the landscape
matrix that serves technically to produce patches.
It may allow later for producing patches from a
coordinate-based map or a satellite image consist-
ing of a pixel structure used for geographical
information systems (Haines-Young et al., 1993).
This will permit integrating the model with cur-
rently available landscape-oriented representa-
tions. Each cell contains a single habitat type.

A habitat is defined as a place relatively homo-
geneous for physical and biological attributes. All
adjacent cells sharing a habitat type create a
patch. (The model defines two cells of the same
habitat that touch only at corners to be different
patches.)

A patch is what organisms see and respond to.
Local-scale processes, such as population growth
and demographic stochasticity (see ‘model’s pro-
cesses’ below), take place within each patch’s bor-
ders. The model assumes that individuals of a
species in one patch (hereafter, a population)
interact among themselves independently of indi-
viduals in adjacent patches. However, potentially
rapid across-landscape movement (dispersal) on a
continuous time axis of individuals does connect
the patches.

A species is the set of individuals in the land-
scape that share biological and physical character-
istics. Individuals of a species may reproduce.
However, all breeding occurs within a patch’s
borders. Hence, a species is a metapopulation.

A community is the set of non-zero populations
in a patch.

3.3.2. Characteristics
Each class has its own set of characteristics.
Appendix A gives the symbols used in the text
and their meaning. Table 1 lists the class charac-
teristics of the model.
o The class ‘landscape’ is an abstract class (i.e. a
class with no objects or instances; Martin,
1995). It serves as a system controller. It con-

trols the cell-object list, the habitat-object list,
the patch-object list, and the species-object list.
It ensures that the model’s functions and their
variables behave according to the system’s
defined processes. Two processes are directly
controlled by the landscape: ‘catastrophic
stochasticity’ and ‘dispersal’ (see below ‘mod-
el’s processes’). The size of the landscape is
determined by its number of rows and columns
and the area of each cell in the row-column
matrix.

The class ‘cell’ may have many objects (here-
after, cells). Its position in the landscape is
defined by its ‘row’ and ‘column’ numbers.
Each cell has an ‘area’ and a single ‘habitat’.
The model allows for cells with different areas
by explicitly inserting a ‘width’ and a ‘length’
for each cell.

The class ‘habitat’” may have many objects
(hereafter, habitats). It has physical and biolog-
ical characteristics. The physical characteristics
are ‘temperature’, ‘precipitation’, and ‘sub-
strate’. 1 assume that temperature and precipi-
tation play an important role in characterizing
the physical environment from the point of
view of the organisms (Scheiner and Rey-Be-
nayas, 1994). At large scales, the combination
of temperature and precipitation distinguishes
particular ecosystems and biomes (Holdridge,
1947, 1967; Lieth and Whittaker, 1975). Tem-
perature and precipitation are characterized by
their long-term annual mean and standard de-
viation. These statistics may be linked in a
probabilistic manner (the higher the standard
deviation, the less likely that the mean is met in
a given year). I assume that the temperature
and precipitation characteristics can be com-
bined in a bi-uniform distribution to represent
a habitat (hereafter, ‘habitat space’).

The biological characteristics of a habitat are
the list of ‘resources’ it offers and the ‘resource-
proportion distribution’ of each of these re-
sources. Resources are assumed to be discrete
(i.e. resource # 1, resource # 2, etc.). ‘Re-
source-proportion distribution’ represents the
proportion of each resource in the habitat. For
example, if two resources occur equally in a
particular habitat, each has a resource-propor-
tion of 0.5.
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The class ‘patch’ may have many objects (here-
after, ‘patches’). Each patch contains a list of
cell objects and a habitat object. The patch
takes on all its cells’ information and its habi-
tat’s information. Some of this information
produces patch-specific characteristics: ‘energy
supply’ and ‘resource-proportion productivity’.
Productivity correlates with temperature and
precipitation (Rosenzweig, 1968; Lieth and
Whittaker, 1975). For simplicity, the model
sets productivity as a linear function of the
product temperature (7°) x precipitation (P)
(i.e. E,=aP-T, where E, is productivity, and a
is the coefficient that translates the product
P-T, into units of productivity) (Leigh, 1965;
Lieth and Whittaker, 1975; Wright et al.,
1993). The temperature and precipitation of a
patch are set by its habitat type. The area of
the patch is the sum of the areas of its cells.
Hence, ‘energy supply’ is the amount of energy
per unit of time for the entire area of the patch.
‘Resource-proportion energy supply’ is the
amount of energy per unit time offered by each
resource represented in the patch. The re-
sources and their distribution are set by the
patch’s habitat, and each resource’s share of
the total comes from multiplying its proportion
in that habitat by the energy supply available
in the patch.

The class ‘species’ may have many objects
(hereafter, species). Each species has ‘body
size’, ‘niche position’ (defined by habitat and
resource utilization axes; see below), and ‘dis-
persal coefficient’. Body size plays an impor-
tant role in the model. Many variables and
functions depend on body-size. ‘Birth rate’ and
‘death rate’ can be body-size dependent. For
example, for eutherian mammals, birth rate
correlates with the power coefficient — 0.33
(i.e. boc M—933 where M is body size), and
death rate correlates with the power coefficient
—0.56 (i.e. docM~°%) (Calder, 1996).
‘Metabolic rate’ can also be body-size depen-
dent, requiring two coefficients for its allomet-
ric power equation (i.e. E,, = aM®, where E,, is
metabolic rate of species with body size M, and
a and b are coefficients). For example, the field
metabolic-rate coefficients, a and b, of mam-

mals are 3.35 and 0.81, respectively (Nagy,
1987). (However, the model allows one to use
body-size-independent values for all variables
and functions.)

Habitat utilization and resource utilization
usually play important roles in a species’ niche
position. These utilizations resemble the physi-
cal and biological characteristics of a habitat
(see above). Thus the model can compare what
is offered by a patch with what is required by a
species in it. (This comparison takes place in
the class ‘population’ and is called ‘species-
habitat match’.)

Habitat utilization is defined by the ‘tempera-
ture’ and ‘precipitation’ requirements. For sim-
plicity, these two characteristics determine the
species’ niche. As in class ‘habitat’, the temper-
ature and precipitation requirements of a spe-
cies are set by their ‘mean’ and °‘standard
deviation’. 1 assume that the mean represents
the value at which a species reproduces best.
The standard deviation represents the species’
tolerance to values that are different from the
mean. A trade-off between maximum perfor-
mance and tolerance is assumed: the higher the
standard deviation, the worse it does at each
point in its niche. This trade-off allows for
tolerance-intolerance community organization
(Colwell and Fuentes, 1975; Rosenzweig, 1991;
Wilson and Yoshimura, 1994). Temperature
and precipitation are not independent and may
not affect organisms directly. Instead, they
work through several independent factors cor-
related with these two (e.g. water availability
and evaporation). I assume that each can be
represented by a bi-normal distribution accord-
ing to the ‘central limit theorem’ (Durrett,
1991). Hence, a species’ niche is characterized
by a binormal space, shaped by the tempera-
ture and precipitation’s mean and standard
deviation. (To be practical, each characteristic’s
range was truncated by two standard devia-
tions on each side of the mean. This covers
about 90% of the distribution.)

The lists of ‘resources’ and ‘resource-propor-
tion use’ set the resource utilization of a spe-
cies. As in class ‘habitat’, resources are
distributed discretely. Resources associated
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with smaller numbers are smaller or easier to
consume than resources were assumed to be
associated with larger numbers. A ‘resource-
consumption function’ may determine the list
of ‘resources’ and each ‘resource-proportion
use’. The ‘resource-consumption function’ con-
sists of two functions. One determines the pre-
ferred resource for the species (hereafter,
‘pick-resource utility function’). The other de-
termines its proportional use of resources dif-
ferent from the preferred one (hereafter,
‘fundamental-resource utility function’). The
use of the terms ‘preferred’ and ‘fundamental’
is relevant because a species’ population might
utilize only a subset of its fundamental re-
sources, without even utilizing its preferred
one; this can arise from interspecific pressures
(apparent preference; Abramsky et al., 1990).
The ‘pick-resource utility function’ requires
two species-specific coefficients in an allometric
equation (i.e. Ry(M)=aMP"+ 1, where R (M)
is the pick resource of species with body size
M, a and b are coefficients, and 1 is added to
ensure that no resource has a value of 0). The
‘pick-resource utility function’ relies on two
main assumptions. First, it assumes that spe-
cies with different body sizes require different
resources. This is based on a commonly found
body size-resource partitioning relationship
that may also promote species coexistence
(Giller, 1984). Second, it assumes that resource
preference changes faster for smaller species
than larger ones. This is based on the fact that
many biologically-related processes change
with body size in an allometric fashion (Peters,
1983; Calder, 1996).

The ‘fundamental-resource utility function’ re-
quires two species-specific coefficients and gen-
erates an asymmetrical curve. The curve
describes the decline in the proportional use of
the resources away from the preferred one. A
body-size dependent function describes the de-
cline in the proportional use of resources
smaller (left-hand side of the curve) than the
preferred one (i.e. R(M, i) = e~ 1) where
R{(M, i) is the proportional use of a resource
with a position i less than the preferred one for

a species with body size M, and coefficient c).
Note that because the position of the preferred
resource is zero, its proportional use always
takes a value of one. A body-size independent
function describes the decline in the propor-
tional use of resources larger (right-hand side
of the curve) than the preferred one, with the
original coefficient ¢ multiplied by another co-
efficient, d (d > 1), to model a faster decline for
the larger resources (i.e., R(i ) =¢e~ %, where
R(i) is the proportional use of a resource with
a position i larger than the preferred one, and
coefficients ¢ and d).

The ‘fundamental-resource utility function’ re-
lies on two main assumptions whose roots lie
in foraging theory (Stephens and Krebs, 1986).
First, it assumes that, when possible, organisms
tend to consume those resources that allow
them to gain the highest net benefit (assumed
here to be positively correlated to resource
value) within their actual range of resources
(Rosenzweig and Sterner, 1970). Second, it as-
sumes that some physiological/mechanical/en-
ergetic constraints limit the ability of an
organism to consume resources that are too
large, causing a relatively steep reduction in the
use of resources as they grow larger.

As an alternative, the model allows for fixed
resources with a fixed resource-proportion use.
This avoids the ‘resource-consumption func-
tion’ (with its ‘pick-resource utility function’
and ‘fundamental-resource utility function’).
Therefore, a user can decide to assign a fixed
‘number of resources’, each with a fixed ‘re-
source-proportional use’. Alternatively, a user
can fix a ‘pick resource’ value but use the
‘fundamental-resource utility function’ to de-
termine the ‘resource-proportional use’ from
the set of coefficients (the above ¢ and d). It
allows one to examine how different commu-
nity types of organization (Rosenzweig, 1991)
affect community structure and species diver-
sity.

Each species has a ‘dispersal coefficient’. It
determines the intensity of dispersal when and
if it is invoked (see below). The dispersal coeffi-
cient is a species-specific dimensionless value
that allows the model to speed up or slow
down the movement of populations relative to
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other populations or relative to the same popu-
lations in other simulation runs.

species also has a list of its populations.

The class ‘population’ may have many objects
(hereafter, populations). Many of the popula-
tion’s characteristics are determined by the
‘species’ it belongs to. Some of these character-
istics do not change during a simulation (‘body
size’, ‘birth rate’, ‘death rate’, ‘metabolic rate’,
‘habitat utilization’, and ‘dispersal coefficient’).
(Hence, Table 1 omits them). Other character-
istics do change according to the requirements
and pressures a particular population faces in
each ‘patch’. The information from the patch
sets such changes.

The population’s ‘intrinsic rate of increase’ (i.e.
the maximal growth rate with no intra and
inter-specific competitors) is calculated by sub-
tracting the species’ death rate from its habitat-
specific birth rate. The habitat-specific birth
rate is obtained by multiplying the species-
habitat match value (see below ‘model’s pro-
cesses’) by the species birth rate.

‘Initial population size’ is the number of indi-
viduals at the beginning of a run. The model
allows initial population sizes to differ. Thus,
one can explore how initial conditions may
affect the community and landscape (e.g. prior-
ity effect; Quinn and Robinson, 1987,
Shorrocks and Bingley, 1994). ‘Final popula-
tion size’ is the output of a run.

The list of ‘resources’ used by a population
results from the resources used by its species
and the resources available in the patch. For
example, if a species can use resources 3, 4, 5,
6, and 7, and a patch offers resources 6, 7, 8, 9,
and 10, then the population in that patch uses
resources 6 and 7 only. The population’s re-
source-proportion use is then rescaled accord-
ingly (considering only the resources that are
actually used), maintaining the ratios of all
resources used in the patch. If, in this example,
resources 6 and 7 have fundamental propor-
tions of 0.1 and 0.3 (i.e. 1:3 ratio), then they
will be rescaled to have proportions of 0.25 and
0.75 in the population’s diet.

The ‘carrying capacity’ of a population is its
population size at equilibrium in the absence of

stochasticity. The carrying capacity is calcu-
lated by solving the local population dynamics
(see below, ‘model’s processes’) and finding the
population size at which the derivative equals
Zero.

o A population is affected by four processes:
‘population growth’; ‘species-habitat match’;
‘community-level saturation effect’; and ‘demo-
graphic stochasticity’.

3.4. Model’s processes

Ecological processes were simulated on two
scales, local and landscape (global), similar to the
general separation made by Whittaker and Levin
(1977). Local-scale processes occur within each
patch, while the landscape-scale processes are
those that occur across or between patches. This
multi-scale hierarchy allows most processes to
work inside patches and to have a direct impact
on population growth. Meanwhile, processes oc-
curring between patches can affect population
growth indirectly and at different temporal scales.
Landscape-scale processes may also have addi-
tional costs (e.g. moving costs) compared to local
ones. Table 2 describes the different processes of
the model.

3.4.1. Local-scale processes

In this section the processes are descibed first,
then combined to produce the local population
dynamics equation.

3.4.1.1. Process description. Continuous-time pop-
ulation growth (dynamics): I used a differential
equation for population growth. Although natu-
ral populations rarely grow continuously, differ-
ential equations provide practical advantages.
First, differential equations tend to smooth non-
linear curves. This, in turn, may allow us to
distinguish between population growth and other
processes as causes of stepwise dynamic be-
haviours. Second, differential equations of one
dimension do not produce chaotic dynamics
(May, 1974; Hassell and May, 1990), difference
equations can. In complex models and with
stochastic events, chaotic behaviour might cause
patterns that are difficult to explain and are sensi-
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Process Symbol Mechanics General equation
Local:

Population dN;/dt  Growing populations on a continuos time Nb; {Fpy}t —N; d; {F )}
growth

Community-level  f;,
saturation effect

Species-habitat Jom
match

Demographic
stochasticity

Global:
Dispersal Ja

Catastrophic
stochasticity

The ratio between the energy consumed
(metabolic rate) by all populations in a patch
and the energy (energy supply) offered by that
patch

The match between the species niche space and
the patch’s habitat space given their precipita-
tion and temperature attributes

Inverse population-size dependent residuals
from deterministic birth and death rates

The movement of individuals between patches
according to an Ideal Free Distribution

The population-size independent loss of indi-
viduals or populations due to random distur-

(RPUNE ;)

ZK, ZS
k=t RPP,

Xn7+2SDpr (Xnp+2SDpp
jX/zT*ZSD/:T Xpnp—2SDnp DI(XIT’ SDiTa XSP’ SDSP’ p)

DZ(SDhT= SDhP)

2(0.5z,)
7 N;

i

D[(d%) - (ddz];’vﬂ

Random-number generating procedure that al-
lows for changing the probability, the intensity

z;
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bances

and the range of the stochastic effects

tive to initial conditions (May, 1974). In these
models, reducing additional difficult-to-explain ef-
fects is important.

The population growth process handles birth
rate and death rate independently. This separation
is realistic (Begon et al., 1986) because birth rate
and death rate may be limited by different pro-
cesses, such as a need for protein-rich resources for
lactating females that are not required by the rest
of the population. In contrast, the logistic equation
(dN/dt=rN(1 — (N/K)), where r is intrinsic rate
of increase, N is population size and K is carrying
capacity) does not make this separation. More-
over, the logistic equation might introduce a prob-
lem when wused with spatial heterogeneity.
Multiplying an oversaturated population’s value
(i.e. 1—N/K<0) by a declining population’s
value (i.e. r <0) produces a population with a
positive growth rate! Thus, landscape ecologists
should be careful of using a single fixed value to
represent dependent birth and death rates.

To simulate local-scale growth I use:

dan;
dt

where N, is the size of population j, b; and d; are the

= ijf{F(b)} - dei{F(d)} (1)

birth and death rate of species i to which popula-
tion j belongs, and F, and F, are the grouped
processes affecting birth and death separately.

Community-level saturation effect, f,: The
community-level saturation effect is analogous to
the carrying-capacity feedback function of the
logistic equation. However, the model does not
assume an arbitrary value for carrying capacity.
Instead, carrying capacity comes from calculating
the equilibrium of a population. This happens at
full saturation (see below). It represents the den-
sity-dependent pressure a population experiences
from all of a patch’s populations including its own.
Hence, it includes both intra and inter-specific
density dependence.

The community-level saturation effect’s me-
chanics build on the ratio between the energy
offered by a patch (i.e. energy supply) and the
overall energy consumed by all populations in a
patch. The energy consumed by all populations in
the patch is the sum of each population’s species-
specific energy consumption. The species-specific
energy consumption of a particular population is
calculated by multiplying the metabolic rate of the
species to which the population belongs by the
number of individuals of that population.
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Fig. 2. Logistic growth using the saturation-effect feedback function of six populations that have different body sizes (M) and energy

supplies (E).

Because a patch’s energy supply and a species’
metabolic rate share units (energy/time), the divi-
sion of these two gives a dimensionless variable
(e.g. Vogel, 1994) that ranges between 0 (i.e. no
individuals at all) and any positive value. At
carrying capacity, populations use energy for
maintenance equal to the energy supplied by the
patch.

The following equation describes the commu-
nity-level saturation effect on population j, f),
given its species i, for one resource:

S, (RPU,N, E,y;
o= 2 gmpp

5 i)

2
2~ RPP, (22)

where: j is the population for which the effect is
calculated; / is a population selected from all S
existing populations in a patch; RPU,, is the
resource-proportion use of resource k by popula-
tion /; N, is the size of population /; E,, is the
body-size dependent metabolic rate of species i
which population / belongs to; RPP, is the re-
source-proportion energy supply of resource k in
a patch. Note that because Eq. (2a) describes the
community-level saturation effect for one re-
source, the resource-proportion use of resource k

by population /, RPU,,, represents only the use of
the single resource by each population relative to
the other existing populations in the patch. Like-
wise, because only one resource exists, the re-
source-proportion energy supply of resource k in
the patch, RPU,, is the energy supply of that
patch.

Of course, a patch may offer more than one
resource. A population may consume all of the
patch’s resources or only a subset of them, de-
pending on the population’s list of resources (see
above). Each resource’s energy in a patch is deter-
mined by its proportion (resource-proportion en-
ergy supply; see above) out of the energy supply
in that patch. An algorithm sets the relative use of
each resource by those species that share it. The
community-level saturation effect equation treats
each resource one at a time and then sums all
resources.

The following equation describes the commu-
nity-level saturation effect on population j, f),
given its species i, for K resources:

(RPULN,E )
RPP,

K

Jo= 2 >

17=1

(2b)
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Fig. 2 shows the density-dependent population
dynamics of hypothetical populations using the
saturation-effect as a feedback function.

Species-habitat match, f,: the species-habitat
match quantifies how well individuals of a partic-
ular population are suited to a particular patch,
given the population’s species and the patch’s
habitat. The function builds on the overlap be-
tween the temperature-precipitation bi-normal
curve of the species and the temperature-precipi-
tation bi-uniform curve of the habitat (see
above). Specifically, the population’s niche space,
D,, is given by the following bi-normal distribu-
tion equation:

D, =
@ O3U/(1 = p((x = XiT [SDIT)2 = 2p(x — XiT /SDin)(y — XiP SDiP) + (v = XiP /SDiPD]) (3)

272SD;»SD; /(1 — p?)
where x and y are values of temperature and
precipitation at the patch; X, is the species’ tem-
perature requirement’s mean; SD,; is the species’
temperature requirement’s standard deviation;
X,p 1s the species’ precipitation requirement’s
mean; X,, is the species’ precipitation require-
ment’s standard deviation; p is a covariance be-
tween the species temperature and precipitation.
The patch’s habitat space, D,, is given by a

bi-uniform distribution equation:

D, =4SD,;4SD, ;. Dy “)

where Dy is the highest distribution value of the
population’s species niche space; SD,, is the
habitat temperature characteristic’s standard de-
viation; SD,,,, is the habitat precipitation charac-
teristic’s standard deviation.

The final species-habitat match value for a
given population in a particular patch (f,,) is
given by dividing the population’s niche space
nested within the patch’s habitat space by the
patch’s entire habitat space:

f(nv)j
Xnr+ 2SDyr Xpp+ 2SDhP
D\(Xi7, SD;z, Xip, SD;p, p)
Xpnr—2SDpr Xnp—2SDpp

Dy(SD,7, SD,,p)
©)

The species-habitat match value represents the

fraction of the population’s species ability ex-
pressed in the particular patch given its habitat.
A value of 1 represents a perfect match, while a
value of 0 represents no match at all. In practice,
a population can never achieve a match of 1,
because this requires a SD =0 for the habitat’s
temperature and precipitation characteristics.

I chose the above particular form of calculating
species-habitat match because it provides two
major outcomes that we should expect to see in
nature. First, the more tolerant a species, the
more likely it will match a habitat far away from
the species population’s temperature and precipi-
tation mean values (Fig. 3b).

Second, the lower the standard deviation of the
habitat’s precipitation and temperature character-
istics, the higher the species-habitat match (Fig.
3a). This should be true because a habitat’s stan-
dard deviations are negatively correlated with the
probability of getting a particular value at a given
time. Higher standard deviations represent a
lower probability of any species finding a given
value in a habitat. Ecologically, this should repre-
sent a measure of predictability: the lower the
standard deviations of the habitat, the better it is
for the populations occurring in that habitat.

Notice that the way the species-habitat match
above was calculated so it does not affect the
consequences of the expressed species-habitat
match in the local population dynamics equation
(see below) directly. In other words, the popula-
tion dynamics equation uses a value for the spe-
cies-habitat match that can be generated by other
functions. When possible, the species-habitat
match should be generated with empirically
derived functions that use the natural history of
the species and more accurate measurements of
how well the species does in the available habi-
tats.

Demographic stochasticity: demographic
stochasticity means any change in population size
caused by a chance event independent of a bio-
logical process. It results from sampling errors. It
tends to have critical effects when populations
sizes are low. For example, the chance of a 2-fe-
male population having no females in the next
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Fig. 3. A one-dimensional representation of the species-habitat match. (Species-habitat match is calculated by dividing the
population’s niche space nested within the patch’s entire habitat space). A species’ niche space is shown by a normal curve while a
habitat is shown by a uniform curve. (A) The species-habitat match of the population belonging to the shown species in a patch of
habitat A is higher than that species’ population in patch of habitat B, because, relatively more area of the species’ niche space is
nested within habitat A. (B) A population of species C, a more tolerant species, has a higher species-habitat match with a patch of
a habitat far away from the species mean value.

generation due to the birth of males only (and I used a simple descriptive equation to model
hence extinction) is higher than in a 10-female stochastic deviations from the deterministic,
population. body-size dependent birth and death rates. The
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deviations are negatively correlated with popula-
tion size; i.e. the larger the population, the lower
the deviations are likely to be. Although the
equation does not relate to any specific process
(e.g. sex ratio or encounter rate), its behaviour
does follow the typical expectations of such
stochasticity. The equation affects demographic
parameters randomly and it is density-dependent
(Shaffer, 1981; Shaffer and Samson, 1985; Pimm
et al., 1988; Lande, 1993).

At this stage of the model, the demographic
stochasticity ~ function  merely incorporates
stochastic effects at the population level. These
may affect species diversity in different habitat
heterogeneities, but that does not explain them.

The following equation defines the popula-
tion’s stochasticity in birth or death rates, Z,
from a species’ deterministic birth or death rates,
Z;:

i

8(0.52,—)) ©)

Z,-zz,-i<
' YN,

where ¢ is a random number sampled from a
Gaussian probability distribution with a mean of
0 and a symmetrical truncation of 2 standard
deviations, of one unit each; (0.5z;) is a scaling
term to make each distribution range between
zero and twice the highest birth or death rate;y is
a demographic stochasticity coefficient allowing
for changing the ‘intensity’ of the effect; N, is
population size.

Fig. 4 shows different aspects of the demo-
graphic stochasticity function to demonstrate its
consistency with the way it is thought to affect
populations.

3.4.1.2. Local-scale population dynamics equation.
The differential equation by which a given popu-
lation grows in a patch without the effects of
dispersal and catastrophic stochasticity is:

dn;

dii:ijf{ﬁmy(l _f(s)j)+} _]dei{l +f(s)j} @)

where: f,,; and f,, are the species-habitat match
effect and the saturation effect, respectively, and
(I —f))+ indicates that the latter term cannot
take a value <0 (Wiegert, 1979).
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Fig. 4. Different aspects of the demographic stochasticity
function. (A) Higher population sizes have lower stochastic
residuals from their deterministic rate. Additionally, the higher
the population size, the more points are closer to the determin-
istic, long-term expected rate. (B) Different runs generating
stochastic birth and death rates do not co-vary. The range of
the stochastic birth and death rates’ values is similar for the
populations of the same size. The higher the deterministic rate
(for example, here, birth rate is higher than death rate), the
larger the range of the stochastic values (see text).
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The community-level saturation effect ( f,) en-
ters the equation twice. First, subtract the com-
munity-level saturation effect from 1 as in the
carrying-capacity feedback function of the logistic
equation (i.e. 1 — N/K). The new term models the
effect of the community saturation on birth. As-
sume (as in the logistic equation) that birth de-
creases linearly with an increase in community
density. Oversaturation (i.e. 1 —f, <0) results in
no birth. Second, add 1 to the community-level
saturation effect to model the effect of the com-
munity saturation on death. Here also, assume
that death increases linearly with increase in com-
munity density. Also assume that the match be-
tween the species and the habitat affects fecundity
(i.e. birth rate) but not mortality (i.e. death rate).
Mathematically, we should get similar qualitative
results if a species-habitat match affects mortality
at a lower value than it affects fecundity. Hence,
the assumption can be broadly summarized by
stating that species-habitat match has a higher
effect on fecundity than mortality.

In general, because the community-level satura-
tion includes all non-zero populations of a given
patch, the above population-dynamics equation is
similar to the Lotka-Volterra additive equation
(Lotka, 1925; Volterra, 1926). Hence, it makes the
assumptions and produces the outcomes known
for the latter. One is that species coexistence
cannot occur without differences between the
populations’ resources. Coexistence between pop-
ulations in a given patch depends on resource
partitioning (see above).

The local-scale population dynamics equation
with its analytical solution and outcomes for
body-size dependent habitat specificity are found
in Ziv, 1998.

3.4.2. Global-scale processes

Dispersal (movement, migration; Levin, 1974;
Doak et al., 1992; Johnson et al., 1992; Lavorel et
al., 1995) and disturbance-induced extinction
(hereafter, catastrophic stochasticity; Levin and
Paine, 1974; Pickett and White, 1985; Turner et
al., 1989; Gilpin, 1990) are two important pro-
cesses that determine the distribution and abun-
dance of populations and communities at large
scales.

3.4.2.1. Process description. Dispersal, f,,: disper-
sal is the movement of individuals from one patch
to another. In the model, individuals of a particu-
lar population in a given patch migrate to adja-
cent patches if they can gain a higher potential
fitness there. The dispersal function builds on the
optimization principles used for intra-specific den-
sity-dependent habitat selection suggested by
Fretwell and Lucas (1969); ideal free distribution).
The dispersal process assumes that a population’s
individuals can instantly assess the adjacent popu-
lation’s per capita growth rate.

At each time step, the model calculates the
per-capita growth rate of each population. Then,
it compares that rate with all adjacent popula-
tions’ per-capita growth rate. Individuals move
from patches with relative low per-capita growth
rate (i.e. low fitness potential) to patches with
high per-capita growth rate (i.e. higher fitness
potential). This results in equalizing the per-capita
growth rates of populations of the same species
across patches (Fretwell and Lucas, 1969).

Using Eq. (7), we can calculate the per-capita
movement of population j, given the difference
between its per-capita growth rate and the per-
capita growth rate of an adjacent population /,

Sy

dn, dn,
o= (5t )~ (i) ®

where: D, is the populations’ dispersal coefficient.
SHALOM invokes the dispersal process between
each population and adjacent populations of the
same species. It assumes that individuals do not
take into account the instantaneous change after a
fraction of its population moves to another patch.
Hence, within a given time step of the model,
dispersal occurs according to the growth rate
values at the end of the previous time step. In
turn, this prevents any bias due to a particular
order of calculating dispersal with adjacent
populations.

Dispersal occurs on a continuous-time scale.
Hence, dispersal from a given patch to patches
that are not adjacent to that patch can happen
fast in appropriate conditions (e.g. some patches
of low potential fitness and a patch of a very high
potential fitness). However, because individuals
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need to cross the adjacent patches first, and be-
cause each population in the different patches
experiences population change due to other pro-
cesses, there is an implicit distance effect. This
effect can be controlled by changing the species
dispersal coefficient such that the rate at which
individuals of populations of a given species move
agrees with the user’s needs.

Catastrophic stochasticity: catastrophic
stochasticity, or disturbance-induced extinction, is
a density-independent loss of individuals due to
some event (e.g. extreme cold weather or a
drought) that has a random probability of occur-
rence. Some environments may have a higher
probability of being affected by catastrophes than
others. Catastrophes may cause the disappearance
of entire populations of a given community or
only their partial disappearance. The same
catastrophe may eliminate some species from a
patch but only reduce others. A catastrophic
event may be very local, such as within a single
habitat (e.g. a falling tree in a forest), or may
cover an extensive area and include many differ-
ent types of habitats (Turner et al., 1989).

The catastrophic stochasticity of SHALOM re-
lies on random-number generating procedures
(Press et al., 1995). These allow one to change the
probability, intensity and range of the density-in-
dependent loss of individuals and populations.
The user sets the following options:

e the probability function (either uniform or
Gaussian) of the catastrophic stochasticity
distribution;

o the seeding value of the random number
generator;

o the threshold (fraction between 0 and 1) below
which catastrophic stochasticity is not invoked;

o the lower and the upper limits (fraction be-
tween 0 and 1) for population loss once a
catastrophic stochasticity is invoked;

o the probability function (either uniform or
Gaussian) of the population loss;

e the spatial distribution (either a random or a
fixed distribution on a cell, or patch, or the
entire  landscape) of the catastrophic
stochasticity.

3.4.2.2. Global-scale population dynamics equation.
The two global-scale processes affect population
growth on two different time scales. As mentioned
above, dispersal is assumed to occur on a continu-
ous-time scale similar to the continuous-time scale
of the local population dynamics. In fact, disper-
sal at any time step of the model depends on the
local-scale per-capita growth rate of each popula-
tion. Defining the local growth of population j in
Eq. (7) as F,; the overall population growth,
including dispersal, is:

dN AP

(Tt'i:FmiJF[;(ﬁd)ﬂN/ [ty ®

(=)
where: AP is the number of adjacent patches and
N, /I, indicates that the per-capita migration
is multiplied by the patch’s population size or by
the adjacent patch’s population size depending on
the sign of the per-capita movement. A positive
per-capita movement means that the particular
patch’s per-capita growth rate is higher than the
one adjacent. Hence, individuals from the adja-
cent patch disperse into it. In contrast, a negative
per-capita movement means that individuals
should disperse into the adjacent one.

Catastrophic stochasticity is simulated on a dis-
crete time scale. Once a year (or on an interval
that amounts to a year), the model invokes
catastrophic stochasticity.

3.5. Model’s mechanics

Fig. 5 describes the relationship between the
different classes and the position of the different
processes between the different classes according
to the way they are modelled. Note the hierarchi-
cal structure of the model: the global-scale pro-
cesses are invoked by the class landscape directly,
while the local-scale processes are invoked at the
patch-population level.

Before each run of the model, the user assigns
the following: the species and their attributes, the
habitats and their attributes, and the habitat ar-
rangement in the landscape. Given this informa-
tion, the model creates the patches, which are
what organisms see in the real world. Having
patches and species in the landscape, populations
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Fig. 5. The class-relationship diagram of the model. Notice that, consistent with the multi-scale design of the model, the global-scale
processes are positioned between the landscape and the patch classes, while the local-scale processes are positioned at the

population-community level.

are created. The species-habitat match of a popu-
lation is calculated. The option of invoking demo-
graphic stochasticity is set for each population.
All populations of a particular patch create the
patch’s community. The community monitors the
overall saturation effect in a patch as well as the
different community-level indices. At this point,
patches, communities, and populations are
defined, including the local-scale process functions

which are nested as function members within the
class population.

Once the landscape is completely defined, the
model asks for information about the large-scale
processes. Dispersal may or may not be invoked
by the user. Similarly, catastrophic stochasticity
may or may not be invoked. If catastrophic
stochasticity is invoked, the model asks for infor-
mation about its intensity and the range of the
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density-independent loss of individuals and pop-
ulations. Following the specification of the initial
population size for each population and the run
time (in years), the model runs a population-
growth simulation of the different populations in
the different patches.

The Runge-Kutta method (Press et al., 1995)
integrates the small steps (dz=0.001 year) on a
continuous time axis. Without dispersal, at each
time step each population grows according to the
local-scale processes given by Eq. (7). However,
if populations disperse between patches, each
population grows according to the local-scale
processes and the migration-related movement of
individuals given by 10.

The model returns the value of population size
for each population in the different patches every
100 time steps (i.e. 0.1 year). The information is
saved to an output file for further analysis. At
the end of the run, the model calculates the ratio
of each population’s size to its carrying capacity
and returns values of the number of species and
two species-diversity indices: Simpson’s diversity
index (Simpson, 1949) and Fisher’s alpha (Fisher
et al., 1943).

4. Some questions that can be asked of the model

SHALOM allows one to test how the arrange-
ment of habitats in a particular landscape affects
different aspects of community structure and spe-
cies-diversity patterns. For example, a user can
model different habitat diversities by including
different types of habitats; or a user can model
different habitat sizes by changing the number of
cells of each habitat; or a user can model differ-
ent degrees of patchiness by incorporating differ-
ent habitats in different configurations. In
addition, by applying values that do not allow
any population to persist in some cells or
patches, a user can model different shapes of the
landscape, including habitat fragmentation.

SHALOM incorporates different ecological
processes at different scales, based on the ratio-
nale that observed large-scale patterns are the
products of interactive relationships between lo-

cal and landscape processes. For example, dis-
persal across patches in the landscape affects
population sizes within patches, which, in turn,
should affect local density-dependent processes
(e.g. community-level saturation effect). How-
ever, to enable the user to understand such pat-
terns, SHALOM allows the complexity of the
modelled landscape to gradually be increased.
The user adds different processes/functions/mod-
ules (e.g. species and habitats) one at a time.
This represents a major advantage of the current
model: landscapes can be studied by comparing
predictions of different runs (i.e. simulation re-
sults) with and without a particular process. This
is especially important when an ecological struc-
ture introduces some higher-level complexity: a
nested design may allow one to pick up differ-
ences that correspond to a particular process.

The incorporation of several aspects of ecolog-
ical structure in a single model presents another
major advantage of SHALOM. It allows one to
predict the influence of different large-scale eco-
logical issues with one comprehensive model. For
example, several studies deal with dispersal or
movement across a landscape (Doak et al., 1992;
Lavorel et al., 1995). Others deal with the effect
of disturbance on species persistence (Pickett and
White, 1985; Turner, 1987). However, SHALOM
let us predict the effect of disturbance on disper-
sal in landscapes of different patterns. Thus, we
can study the interactions and relative impor-
tance of different processes like dispersal and
disturbance.

Additionally, changing dispersal regime and
extinction (i.e. catastrophic and demographic
stochasticity) may help explore how metapopula-
tion dynamics (Hanski and Gilpin, 1997) affect
single-species distributions as well as patterns of
species diversity. Reducing the percentage of
habitats that can support any population, to-
gether with subsequent simulations of changing
metapopulation structure, may provide a way to
assess the effect of habitat fragmentation and
habitat loss on community structure. Therefore,
SHALOM may be used as a first-stage policy
making tool in conservation.
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SHALOM provides a framework for modelling
species with different attributes (or identities). For
example, we can model species with different
body sizes to explore questions regarding body-
size related species diversity (e.g. geographical
ranges and species abundance) (Lawton, 1991;
Gaston, 1996; Hanski and Gyllenberg, 1997). We
can also model species with similar body sizes but
different resource use and resource range to ex-
plore how resource generalist-specialist trade-offs
affect community organization (e.g. competitive
dominance, tolerance ability, and included
niches). An exploration of these questions in land-
scapes with different habitats may help us under-
stand the competitive advantage of particular
species.

The existence of productivity (or energy supply
for the entire patch) as a variable that controls the
size of populations may allow us to explore how
productivity affects different species-diversity pat-
terns (Rosenzweig and Abramsky, 1993). For ex-
ample, we can model landscapes with similar
simulation designs but with an increase of 10% in
the productivity of each habitat to detect how
increase in productivity affects species richness
and evenness. We can reduce productivity in land-
scapes that are similar to those observed in nature
and predict the effects of desertification on
communities.

5. Example for the model’s contribution

In the following section, examples of commu-
nity structure and species diversity predictions
that the model has produced are given. My exam-
ple intentionally uses a very simple landscape
design (i.e. four cell-habitat configuration). How-
ever, as will be shown later, even with such simple
design, joint effects of multiple ecological pro-
cesses (such as those mentioned above) reveal
complicated patterns that can be understood only
with a modelling approach such as the one used
here. This is because the inclusion of additional
processes in a particular community structure
may result in a completely different outcome.

Start with a simple simulation run and charac-
terize its results. Then add another process and

compare the new results with those of the previ-
ous one, and so on. By doing so, one can explain
not only the single process effect, but, more im-
portantly, its interactive effect with other pro-
cesses, keeping in mind that natural systems result
from multiple-process interactions.

5.1. Simulation design

A landscape was simulated with 2 x 2 cells,
each having its own unique habitat type (total of
four habitats). (Note that in this simulation, patch
and habitat are synonyms). An area of 250 m?
was assigned to each cell.

All habitats shared the same mean annual pre-
cipitation and temperature: 250 mm and 25°C.
Such values represent semi-arid environments,
such as the ecotone between the Mediterranean
and the desert regions in Israel (Ziv, unpublished
data). Having the same mean precipitation and
temperature, all patches have the same productiv-
ity (see above). Hence, there is no possibility that
productivity can indirectly affect the results. How-
ever, habitats did differ in their standard devia-
tion of precipitation and temperature. Standard
deviations for the precipitation in habitat 1, 2, 3,
and 4 were 5, 10, 15, and 20, respectively. Stan-
dard deviations for the temperature in habitat 1,
2, 3, and 4 were 0.5, 1.0, 1.5, and 2.0, respectively.
Each habitat offered ten different resources to
allow for competitive coexistence between the
modelled species (see below). For simplicity, all
resources had an equal resource-proportion
distribution.

A total of ten species were simulated. Species
differed in only one characteristic, body size.
Body size ranged between 2.29 and 3981 g, corre-
sponding to log values of body size ranging be-
tween 0.36 and 3.6. (The smallest is species 1,
while the largest is species 10.) Mean and stan-
dard deviation values of annual precipitation and
temperature requirements for all the species were
similar: 250 + 20 mm and 25 + 2°C. The lower the
standard deviation of a particular habitat, the
higher the corresponding species-habitat match,
and hence, the better it is for the species (see
above). Additionally, the similar assignment of
the species’ mean precipitation and temperature
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values implies that all species enjoy higher fitness
in similar habitats (shared-preferences habitat se-
lection; Rosenzweig, 1991). A unique preferred
resource was assigned to each species and gave it
a resource-proportion use of 0.5. Each species
could consume two other resources, one on each
side of the preferred one; each of these had a
resource-proportion use of 0.25 (e.g. species 4 is
able to consume resources 3, 4, and 5 with a
resource-proportion use of 0.25:0.5:0.25, species 5
is able to consume resources 4, 5, and 6 with a
resource-proportion use of 0.25:0.5:0.25, and so
on). From preliminary simulations it was found
that this resource allocation was enough to pro-
duce a competitive relationship with resource par-
titioning, without assuming any complex
resource-use function.

I used the allometric coefficients for the birth
rate (b), death rate (d), and field metabolic rate
(E) of eutherian mammals (i.e. boc M~ 933
doc M=%, Eoc M°%!, where M is body size;
Calder, 1996). Other than these first-level assign-
ments of values for cells, habitats, and species, no
other assignments were made for second-level
procedures such as habitat-specific population
abundance, etc. Therefore, any large-scale body-
size dependent patterns that emerge, will result
only from the basic rules described here.

The combination of ten species and four
patches created 40 populations. As mentioned
above, each set of populations in a given patch, or
community, is treated separately by the local-scale
processes. The global-scale processes influence the
extinction (catastrophic stochasticity) and the
movement (dispersal) of populations across
patches.

Demographic stochasticity was modelled with
three intensities: low (y = 1), moderate (y =0.5),
and high (y =0.25). These intensity values were
chosen after preliminarily and independently test-
ing different values and exploring how they af-
fected the probability of survival of species. For
the present examples regarding the contribution
of the model to understanding community struc-
ture, it is important to consider these intensities as
low, moderate and high.

Fifty simulation runs were run for each simula-
tion design that involved any kind of stochasticity

(e.g. interspecific competition with demographic
stochasticity) and each simulation run for 10000
years. For each of the simulations, 10000 years.
was long enough to achieve either an equilibrial
state or a steady state trajectory between the
fluctuating points.

In the results, T will report the statistical value
that takes into account all 50 simulation runs.
However, I will show one pattern emerging from
one of the runs that most typically represent the
distribution of the results of that design. As men-
tioned before, the results in this paper are only
examples of how community structure and species
diversity patterns can be explored by using the
current model. They do not represent a complete
study of these processes and their complexity.

5.2. Results

5.2.1. Carrying capacities

Without interspecific competition or any other
process, all species persisted in the landscape (Fig.
6E). However, the persistence of populations in
the different habitats depended on the quality of
the habitat (Fig. 6A—D). While populations of all
species persisted in habitat 1 (the best habitat; see
above), only populations of larger species per-
sisted in the other habitats. The worse the habitat,
the fewer populations that could persist. Larger
species were more habitat generalist than smaller
species (for full mathematical development of the
relationship between habitat specificity and body
size, and some related large-scale patterns see Ziv,
1998. As expected, population sizes were always
higher in the higher-quality habitats.

5.2.2. Interspecific competition

The inclusion of interspecific competition drives
some species to extinction, leaving a discontinu-
ous distribution of body size. Even the best habi-
tat, 1, had only six species at equilibrium (Fig.
6F). The species composition in all habitats re-
sulted from the combination of the disappearance
of smaller species from lower-quality habitats and
competitive exclusion of some species that could
persist otherwise (Fig. 6F—I).

In general, larger species had a competitive
advantage over smaller species. This outcome was
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caused by the lower death rates of larger species.
Regardless of the specific mechanism, this larger-
species competitive advantage was consistent with
competitive outcomes observed in many real sys-
tems (Kotler and Brown, 1988).

The absence of particular species depended on
an ‘intra-trophic level cascading effect’: Because
they had a competitive advantage, the largest
species (species 10) depressed the second largest
species’ (species 9) population size. Although the
second largest species had a competitive advan-
tage over the third largest species (species 8), the
small effect of the third largest species on the
second largest species was enough to depress the
former further to local extinction. The third
largest species, which did not share resources with
the largest one (species shared resources only with
the species closest in body size; see above), was
saved from the potentially dominating effect of
the second largest species because the latter be-
came extinct. The process repeated with species 7,
6, and 5, and so on. Because all interactions
between all species were taking place simulta-
neously, the overall effect on the different species
often resulted in an absence of a species of a
particular body size in-between two coexisting
species, each having close body sizes. Coexistence
in this system occurred because the larger could
consume its most preferred resource better, as
well as having a competitive advantage, while the
smaller benefited from the other resource that was
no longer used by the species smaller than it that
went extinct. Interestingly, the pairwise associa-
tion of species within a single community ob-
served here is consistent with MacArthur’s
(MacArthur, 1972) prediction regarding the effect
of diffuse competition on a middle species’ simi-
larity to one of its competitors.

The joint effect of habitat generality by large
species, interspecific dominance by large species,
and overall lower population sizes in lower-qual-
ity habitats, resulted in another interesting out-
come. While species 7 could not persist in habitats
1, 2, and 3, it could persist only in habitat 4,
where it was rescued due to the inability of species
6 to persist there. As a result, the entire landscape
consisted of 7 species (Fig. 6J), more species than
occurred in habitat 1 (the best habitat) alone.

5.2.3. Interspecific competition and demographic
stochasticity

With demographic stochasticity, populations of
lower densities were more likely to become ex-
tinct, but the particular population that ended up
extinct was determined randomly. Additionally,
the likelihood of a species to become extinct in-
creased with higher demographic stochasticity.
However, once these extinctions took place, the
community structure in each habitat was deter-
mined competitively by those large species’ popu-
lations that escaped extinction. As a result, the
higher the demographic stochasticity, the more
dissimilar the community structure in each habitat
was compared to the one expected deterministi-
cally from interspecific competition alone. Demo-
graphic stochasticity affected each species
independent of the others. However, because
closely body-sized species competed with each
other, the extinction of one promoted a higher
density of the other, which in turn, made the
latter less vulnerable to demographic stochastic-
ity. Hence, demographic stochasticity caused the
disappearance of a few populations, but, at the
same time, indirectly rescued others (‘apparent
negative autocorrelation’).

On one hand, higher dissimilarity with higher
demographic stochasticity potentially allowed for
higher overall species diversity. On the other
hand, higher demographic stochasticity caused an
additional loss of species, potentially decreasing
species diversity. Taken together, the overall spe-
cies diversity in the simulation with interspecific
competition and moderate demographic stochas-
ticity (average of 7.28 4+ 0.171; Fig. 7J) was higher
than with interspecific competition alone (Fig. 6J).
This result is consistent with a different set of
simulations (Ziv, 1998), where I have shown that
the dissimilarity between community structures in
different habitats enhanced by demographic
stochasticity also increased the overall species di-
versity in the landscape relative to that of inter-
specific competition alone.

5.2.4. Interspecific competition, demographic
stochasticity and dispersal

With dispersal, species were able to move from
one habitat to another. Without demographic
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Fig. 7. Typical sizes of all populations in the four habitats and in the entire landscape with interspecific competition and different

demographic stochastics (high (A—E), moderate (F-J), and low (K-0)) (see text). Body size increases with species number; the
smallest is species 1, while the largest is species 10.
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stochasticity (or any other stochastic process),
dispersal had no real effect, because at equilibrial
states populations equalized their per-capita
growth rate (= 0), and did not disperse anymore.
Hence, dispersal had an effect on species diversity
and community structure only in the presence of
stochasticity. The most profound joint effect of
interspecific competition, demographic stochastic-
ity and dispersal was the occurrence of sink popu-
lations of species in some habitats where they
would be absent otherwise (e.g. species 3 and 4 in
habitat 4; Fig. 81). The occurrence of sink popula-
tions resulted from the dynamic of demographic
stochasticity. In some years demographic stochas-
ticity caused a reduced intrinsic rate of increase
(birth — death) of a particular population. How-
ever, in other years demographic stochasticity
promoted a higher intrinsic rate of increase by
causing, just by chance, higher birth rate and
lower death rate. In those years, that particular
population experienced an overshot of population
density (i.e. population size that is higher than the
one expected without stochasticity). Overshot of
one or more populations resulted in oversatura-
tion of that habitat’s community. Once oversatu-
ration occurred, populations in that habitat (even
the best habitats) experienced negative per-capita
growth rate. At this point, individuals moved to
other habitats, including those habitats that pro-
vided negative per-capita growth rates higher than
those negative per-capita growth rates in the over-
saturated habitat.

In addition, the joint effect of demographic
stochasticity and dispersal was not one direc-
tional, but rather depended on the intensity of
demographic stochasticity. In general, while de-
mographic stochasticity enhanced variability and
dissimilarity between habitat communities due to
the random disappearance of different species’
populations, dispersal preserved the similarity be-
tween those communities by allowing the domi-
nant species to recover their populations.

Low demographic stochasticity was not enough
to affect the similarity (or dissimilarity) between
community structure in the different habitats. Be-
cause dispersal allowed the dominant species to
recover their populations after stochastic extinc-
tions, the same dominant species kept pushing the

other species toward extinction in all habitats.
However, even low demographic stochasticity to-
gether with dispersal promoted the occurrence of
sink populations.

The highest overall species diversity (average of
7.74 £+ 0.07 species; Fig. 8J) was found with mod-
erate demographic stochasticity. In this case, not
only more species had sink populations in the
lower-quality habitats, but more species were able
to coexist in the higher-quality habitats as a result
of a competitive release promoted by the demo-
graphic stochasticity effect. Similar results were
observed for high demographic stochasticity (av-
erage of 7.58 +0.23 species). However, with the
high demographic stochasticity, species diversity
in the worse habitat (Fig. 8N) equalized to that of
the best habitat (Fig. 8K).

An important result which characterized all the
combined interspecific competition, demographic
stochasticity (low, moderate, and high) and dis-
persal simulations was the consistent disappear-
ance of the largest species, 10. As has been
mentioned earlier, although the largest species
was able to persist in all habitats, its population
sizes were always the lowest. Therefore, species 10
was vulnerable to demographic stochasticity (e.g.
Figure IC, DS = 0.25). Dispersal tended to move
individuals of the largest species to the habitat
where that species’ population became locally ex-
tinct. As a result, after each local extinction of the
largest species’ population, the other populations
of that species became even smaller (because some
of their individuals dispersed to the extinct one),
making them even more vulnerable to extinction,
and so on. After long periods of time, no one
population of the largest species survived to
globally rescue the species. This large species ef-
fect is not coincidental. Elsewhere (Ziv, 1998), 1
have shown that in a 26-species pool, three large
species became globally extinct due to the same
joint effect of stochasticity and dispersal.

5.3. Conclusions

The purpose of this part of the paper is to
demonstrate the contribution of the current model
to our understanding of ecological complexity on
large scales. The example given here is not in-
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tended to give a full description and exhaustive
results on many multi-process effects, but rather
to emphasize the importance of understanding
interactive effects and their consequences for com-
munity structure and species diversity in more
realistic communities. Hence, in the following sec-
tions I only focus on a few points that could serve
to demonstrate the model’s potential contribu-
tion. A more complete description of results in-
cluding competition, different stochastic effects,
and dispersal is described elsewhere (Ziv, 1998).

Interspecific competition alone revealed a deter-
ministic community structure with uniform body-
size discontinuity. The highest species diversity
was found in the best habitat, with species existing
in the other habitats nested within the set of
species found in the best habitat. The inclusion of
demographic stochasticity lead to an extinction of
low-density populations, shifting the interspecific
dominance within each habitat according to the
species that became extinct. As a result, a differ-
ent, but still well-organized community occurred
in each habitat (‘multi-states communities’).
Hence, demographic stochasticity built up dissimi-
larity in the system. More importantly, in one
case (Fig. 7J; Ziv, 1998) demographic stochasticity
increased overall species diversity in the system.

Dispersal complicated the interactive effects of
the different processes. Sink populations started
to be established due to community oversatura-
tion promoted by demographic stochasticity on
one hand, and by the populations’ ability to move
to different habitats with higher per-capita growth
rate on the other hand. At the same time, demo-
graphic stochasticity allowed some species to re-
cover their populations after extinction and
apparently coexist with dominant species in habi-
tats where they could not otherwise do so without
dispersal. In contrast, the largest species became
globally extinct because dispersal kept reducing its
population sizes further by moving to the other
habitat after local extinction there. In turn, its
populations were even more vulnerable to demo-
graphic stochasticity until they went extinct
everywhere.

The latter result (i.e. the disappearance of the
largest species from the system) may best demon-
strate the importance of including more realistic

combinations of processes as opposed to treating
only one or two processes at a time. Dispersal
alone did not have a significant effect, or only
recovered some of the populations that went lo-
cally extinct (a result not presented here). Indeed,
dispersal is usually considered a ‘good’ process
enhancing species diversity. However, the combi-
nation of dispersal with demographic stochasticity
created a situation where a rare species which is
already highly vulnerable to stochastic extinction
‘made’ itself even more vulnerable to stochastic
events by losing some individuals due to dispersal.
This finding is not merely theoretical, rather, it
has immediate implications to conservation biol-
ogy. It suggests that under more realistic ecologi-
cal complexity, in some situations we may not
want to open corridors or allow dispersal of a
rare species. This is not to say that this should
always be recommended, but that we must be
alert to joint-process effects that may produce
outcomes opposite to what we would have ex-
pected had we not taken complexity into account.

6. Concluding remarks

The main goal of this paper has been to de-
scribe a new modelling approach to the study of
large-scale ecology. This approach incorporates
several well-accepted processes, affecting local
populations within and across patches, with the
option of using realistic parameter values taken
from field studies. In addition, this approach uses
energy as a common currency to bridge intra and
inter-specific effects. To deal with the high-level
complexity of ecological systems, the model al-
lows one to simulate each process at a time and
then add them together to explore the emergent
effects of these processes on species composition
and species diversity patterns. In the examples
given here, different predictions were obtained
from the inclusion of additional processes to the
analysis. In some cases, the new predictions coun-
tered the proposed predictions of simpler, less
realistic landscapes. More importantly, the new
predictions could be easily explained by the conse-
quences of the different processes were considered
(e.g. the effect of demographic stochasticity on
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community structure and its tendency to cause a
global extinction of a rare species with dispersal).
Elsewhere (Ziv, 1998), it is shown that incorporat-
ing catastrophic stochasticity as another stochas-
tic event revealed predictions that differ from
those of demographic stochasticity. The knowl-
edge of the effect of each type of stochasticity
allowed me to recognize this effect (‘signature’;
Ziv, 1998) when both were incorporated. The
advantage of this approach is that it allows us to
explore species diversity patterns under a rela-
tively realistic set of conditions without losing
those effects that are relevant only when high-
level complexity exists. Hence, the model becomes
an important tool to uncover multi-process effects
buried under high ecological complexity.

In addition to the multi-process effect, I have
been able to show in another paper (Ziv, 1998
MSb) that the model allows one to look for scale
effects by comparing species diversity patterns in
different habitats with those in the entire land-
scape. By studying the relationship between geo-
graphic range, species abundance and body size, 1
have shown that the relationship between species
abundance and geographic range could be simply
explained as a large-scale averaging phenomenon
rather than as a product of metapopulation dy-
namics (e.g. Hanski and Gyllenberg, 1997).

In general, the multi-species, process-based,
spatially-explicit simulation model described here
may have major importance in exploring the high
complexity of macroecological scales. It may
provide us with testable predictions that are
largely missing when we come to explore large-
scale processes and patterns. The real significance
of this model will be known after its predictions
are tested and further explored with appropriate
observations.
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Appendix A. Nomenclature

a A coefficient (dimensionless, or units

depend on the multiplied variables)

AP Number of adjacent patches

(dimensionless)

b A coefficient (dimensionless, or units
depend on the multiplied variables)
Birth rate (1/time; e.g. 1/year)

A coefficient (dimensionless)

A coefficient (dimensionless)

Death rate (1/time; e.g. 1/year)
Dispersal coefficient (dimensionless)

) A population’s species niche space
(dimensionless)

D, A patch’s habitat space (dimensionless)

E,,  Metabolic rate (energy/time; e.g. Kcal/

Soxeo s

day)

E, Productivity (energy/time per area’; e.g.
Kcal/year per m?)

fa Dispersal (dimensionless)

Jom Species-habitat match (dimensionless)

Jes Community-level saturation effect
(dimensionless)

F Grouped processes (dimensionless)

h A habitat type (dimensionless)

i Position of a particular resource from

the pick resource (dimensionless), or, a
species (dimensionless)
j A population (dimensionless)
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A resource (dimensionless)

Carrying capacity (number of

individuals); or, number of resources

(dimensionless)

A population (dimensionless)

Body size (mass; e.g. g)

Population size (number of individuals)

Covariance (dimensionless)

Precipitation (volume; mm)

Intrinsic rate of increase (1/time; e.g. 1/

year)

Proportional use of a resource

(dimensionless)

R, Pick (preferred) resource (dimensionless)

RPP Resource-proportion energy supply
(energy/time; e.g. Kcal/year)

RPU Resource-proportion use (dimensionless)

S Number of species (dimensionless)

SD  Standard deviation (units depend on the

variable it represents)

RS zgT AT

=

t Time (e.g. year)

T Temperature (°C)

X A variable representing a value of
temperature (°C)

X Mean (units depend on the variable it
represents)

y A variable representing a value of

precipitation (volume; mm)

z Rate (1/time; e.g. 1/year)

Z Stochastic rate (1/time; e.g. 1/year)

£ Random number sampled from a
Gaussian probability distribution
(dimensionless)

y Demographic stochasticity coefficient
(dimensionless)

Units are given in parentheses
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