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Space groups, scaling and data quality
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Scaling and Merging

Experiment

F? —— ]
lots of effects
(“errors”

Our job is to invert the experiment: we want to infer
|F|?and |F| from our measurements of intensity |

Model of experiment
| =— [F[? === |F
Parameterise
experiment

Intensities
from eg Mosflm, XDS, DIALS
hkl 10ofl) etc

hkl Fo(F) Iofl)
FreeR_flag



Overview of data reduction process

1. Determine point group and if possible space group
ewe need the point group to scale the data
etoo low symmetry makes solving the structure

harder, (though not impossible)

2. Scale data to make it internally consistent
analyse for:-
emaximum resolution
eradiation damage
edata quality

3. Analyse for pathologies, and estimate amplitude
etwinning
etranslational non-crystallographic symmetry

NB | am discussing data from one or a few crystals, not
from hundreds of crystals, not serial crystallography



Intensities from eg.

DIALS, MOSFLM, XDS
h,k,1 1, o(1)

Intensities from eg.
DIALS, MOSFLM, XDS
h,k,I'1, a(l)

Intensities from eg.
DIALS, MOSFLM, XDS
h,k,I'1, a(l)

-~

Data Reduction

workflow in CCP4
S y,

POINTLESS }

Sorted Intensities
in “best” space
group

: AIM‘LESS |

space group?) and consistent

( Determine point group (and
L indexing

Scale symmetry-related
intensities together

Scaled and
averaged
intensities

LCTRUNCATE}

Produce statistics on data

N quality y

<
<«

FREERFLAG |

Detect twinning from intensity
statistics

( Estimate |F| from |

<
<

h,k,| F,a(F)
1, o(l)
FreeR_flag

)

Complete sphere
Generate FreeR flags




Track one reflection through the process

Spot over 4 images

3D integration eg DIALS, XDS,
d*trek

2D integration eg Mosflm, hkl2000

In MTZ file from Mosflm, ordered
by image (BATCH) number

Spot profile Entries spread through file
h k 1 M/ISYM BATCH I SIGI IPR SIGIPR
-20 12 10 258 4 13 3 7 3
-20 12 10 258 5 304 24 322 24
-20 12 10 258 6 1072 84 1101 84
-20 12 10 258 7 349 27 324 27
After POINTLESS: Possibly reindexed Summation Profile fit
observation parts grouped by reduced hkl (sorted) integration
Full/part+
/p Image
Symmetry Partial
Reduced  Original ~p,mper number Detector RotgrVidth artia -
hkl hkl \ / Intensities & ofl) Fraction  pixel Lp serial g
-20 12 10 -20 -12 10 4 36 1566.08 126.54 1682.27  53.25 226 2013.67 1406.74'295.54 041 017 0 0 5211.00
Symmetry- =20 12 10 20 -12 -10 258 4 13.33 3.88 7.84 3.88 0.00 1605.33 2028.12 265.50 3.01 0.03 501 0 11.00
| 258 5 30472 2430  322.00 2430 0.27 1605.29 2028.11 265.46 2.98 0.03 402 0 11.00
re ated 258 B 1072.06 84.15 1101.98 84.15 0.51 1605.31 2028.10 2&65.48 2.95 0.03 302 0 12.00
observations 258 7 349.08 27.75  324.41  27.75 0.21 1605.33 2028.07 265.43 2.93 0.03 404 0 11.00
-20 12 10 20 12 -10 259 46 1253.10 102.71 1381.90 102.71 0.99 1049.15 1664.63 305.83 0.40 0.17 201 0 11.00
259 7.35 305.83 0

47 27.23

28.40 27.23 0.01 1049.21

1664.61 0.39 0.17 202

11.00



Unmerged file from Pointless, multiple entries for each unique hkl
(note that we need to know the point group to connect these)

Eull 220 12 10 -20 -12 10 4 36 1566.08 126.54
220 12 10 20 -12 -10 258 4 1333 3.88

258 5 30472 24.30

Partial 258 6 1072.06  84.15
258 7 349.08  27.75

Partig] 20 12 10 20 12 -10 259 46 125310 10271
artia 259 47 1 735  27.23

( AIMLESS

/

Merged file, one line for each hkl

h k | IMEAM SIGIMEAM

I+}

-20 12 10 1773.74 74.64 1633.04

\4

h ke

SIGH+)

179.11 1803.31

-20 12 10 -20 -1z
-20 12 10 20 -1z
-20 12 10 20 12

( CTRUNCATE ) Infer

h k | F SIGF DANO
-20 12 10  485.95 14.21 -24.77

SIGDAND
28.43

-}

1682.27 53.25

7.84 3.88
322.00 24.30
1101.98 84.15
324.41 27.75
1381.90 102.71

28.40 27.23

SIGI=)

82.11

DrLig- M/ISYM | BATCH

4
2
3

36
B
46

| Crig. | Orig.
H K
10
-10
-10
|F| from |

Fi+)
473.57

SIGF(+)
26.06

Fi-)
498.34

SIGH

1890.60 142.80
1760.21 100.35
1633.04 179.11

2.26 2013.67
0.00 1605.33
0.27 1605.29
0.51 1605.31
0.21 1605.33
0.99 1049.15
0.01 1049.21

J scale and merge

Optional unmerged output

1406.74
2028.12
2028.11
2028.10
202

295.54
265.50
265.46
265.48

0.41 0.17
3.01 0.03
2.98 0.03
2.95 0.03

0
501
402

0
0
0
302 0

e Three symmetry-related |,

5211.00
11.00
11.00
12.00

1.00

¢ observations for one 1%
reflection

Partials summed, scaled, outliers rejected

SCALEUSED | SIGSCALEUSED | MPART = FRACTIOMCALC XDET

1.14 0.00 1
1.01 0.00 4
1.17 0.00 2

YDET

ROT WIDTH ~ LP

2.26 2013.67 1406.74 295.54 0.41 0.17
0.99 1605.32 2028.10 265.47 2.97 0.03
1.00 1049.18 1664.62 305.83 0.39 0.17

In ccpdi2, stored as I(+) and I(-)

Merged file, one line for each hkl, intensities and amplitudes F

5IGF(-)
11.35

15 M
0

IMEAN SIGIMEAN

1773.74 74.64

I+}

1633.04

SIGH+)
179.11

(-}
1803.31

SIGI-]
82.11



How to start from ccp4i2

= Integrate X-ray images

Xi Automated integration of images with DIALS using xia2
Select a2 directory containing images and integrate them

Run xia2 with DIALS or XDS HHZ Automated integration of images with XDS using xia2
XDS Select 3 directory containing images and integrate them

Integrate images with Mosflm
\ Launch Mosiim and capture output

Start DUI (or iMosflm)

DIALS Image Viewer
|l DIALS |
I VIEWER COMALS Image Viewer

. DIALS Reciprocal Lattice Viewer
Follow-on to run data reduction DIALS Reciprocal Lattice Viewer

K

v @ X-ray data reduction and analysis

Integrate images with DIALS
Launch DUT and capture outout

I:If Data reduction - AIMLESS

P Scale and analyse unmerged data and suggest space group (Pointless, Aimless, Ctruncate, FreeRflag)
7 @ Generate a Free R set
' Generate a Free R set for a complete set of reflection indices to a given resolution (FreeRflag)

¥ CCP4i2 alpha-0 Project Viewer: 12demo

Just click “Run” %

) Run



Data reduction tagk % Pareduction-A! e et

Input Data Important Options Additional Options |

Job title

4\ Use data from job 39 Integrate images with Mosflm as input below..

Import one or more files [E smowist | seectunmergea aaa es

EI [..must be selected

|dentify dataset - =
(short names without Batches in fe:

Exclude batches from caleulations and
spaces)

Resolution range (A) to

Maximum resolution in files ~ 0.00A

~ use explicit resolution range in symmetry determination as well as in scaling
Options for symmetry determination | Determine Laue group and space group

Optional input data

1. Reference data to resolve indexing ambiguity and space group
| use reference data in analysis against Batch after scaling

Reference data are ~ Reflection list and is optionally defined in next line

. Reflections .is not used =||H
2. Optional existing FreeR set, define to copy or extend if necessary
‘R | Free R set .is not used =||H




Symmetry determination, point group and space group (POINTLESS)

The crystal symmetry may impose constraints on the unit cell dimensions, according to the
crystal class (the Bravais lattice): cubic, hexagonal/trigonal, tetragonal, orthorhombic,
monoclinic, or triclinic, + lattice centring P, C, |, R, or F. For example, in the tetragonal system
a=b, and all angles =90°

Indexing in MOSFLM, XDS, DIALS, etc only gives a unit cell, which implies possible lattice
symmetry, due to the constraints of unit cell dimensions. But to determine the point group
we need to look at the intensities, as rotational and screw symmetry in real space leads to
rotational symmetry in reciprocal space

Note that POINTLESS (and other programs) will find symmetry in the diffraction pattern, but
this symmetry may or may not be crystallographic (rather than non-crystallographic pseudo
symmetry)

Stages of space group determination in POINTLESS

1. from the cell dimensions, determine the maximum possible lattice symmetry, with some
tolerance (ignoring any input symmetry)

2. for each possible rotation operator, score potentially related observations pairs for agreement
(correlation coefficients and R-factor)

3. score all possible combinations of operators to determine the point group (point groups from the
maximum down to P1)

4. score axial systematic absences to detect screw axes, hence space group (note that axial
observations are sometimes unobserved)



Symmetry determination, point group and space group (POINTLESS)

Stage 1: score individual symmetry operators in the maximum lattice group

Maximum possible lattice symmetry determined from cell dimensions
pseudo-cubic example, a = b = ¢, angles = 90°

Compare pairs of observations related by each possible rotational operator, using
correlation coefficients and R-factors on normalised intensities | E|?

Analysing rotational symmetry in lattice group P m -3 m

Scores for each symmetry element

0.950
Nelmt Lklhd Z-cc CcC N Rmeas Symmetry & operator (in Lattice Cell)
1 0.955 9.70 0.97 13557 0.073 identity
2 0.062 2.66 0.27 12829 0.488 2-fold (1 0 1) {+1,-k,+h}
3 0.065 2.85 0.29 10503 0.474 2-fold (1 0-1) {-1, k ~h}
4  0.056 0.06 0.01 16391 0.736 2-fold (0 1-1) {-h,-1,-k}
5 0.057 0.05 0.00 17291 0.738 2-fold (0 1 1) ({ h,+l +k) ,
6 0.049 0.55 0.06 13758 0.692 2-fold ( 1-1 0) {-k,-h,-1} Only orthorhombic symmetry
7 0.950 9.59 | 0.96 12584 0.100 *** 2-fold k ( 0 1 0) {-h,+k,-1}
8 0.049 0.57 0.06 11912 0.695 2-fold (1 10) {+k.+n.-1) Operatorsare present
9 0.948 9.57 0.96 16928 0.136 *** 2-fold h ( 1 0 0) {+h, k -1} High CC, low Rmeas
10 ' 0.944 9.50 0.95 12884 0.161 *** 2-fold 1 ( 0 0 1) {-h,-k,+1}
11 0.054 0.15 ~0.01 23843 0.812 3-fold (1 11) {+1,+h,+k} {+k,+1,+h}
12 0.055 0.11 0.01 24859 0.825 3-fold  ( 1-1-1) {-1,-h,+k} {-k,+1,-h}
13 0.055 0.14 0.01 22467 0.788 3-fold ( 1-1 1) {+1,-h,-k} {-k,-1,+h}
14 0.055 0.12 0.01 27122 0.817 3-fold (1 1-1) {-1,+h,-k} {+k,-1,-h}
15 0.061 -0.10 -0.01 25905 0.726 4-fold h (1 0 0) {+h,-1,+k} {+h,+1,-k}
16 0.060 2.53 0.25 23689 0.449 4-fold k ( 0 1 0) {+1,+k,-h} {-1,+k,+h}
17 0.049 0.56 0.06 25549 0.653 4-fold 1 (0 0 1) {-k,+h,+1} {+k,-h,+1}



What score to use?
Linear correlation coefficient

For equal axes, the correlation coefficient (CC) is the slope of the “best” (least-squares)
straight line through the scatter plot

CCs have the advantage over eg R-factors in being relatively insensitive to incorrect scales
... but they are more sensitive to outliers

... and CCs need to correlate values that come from the same distribution, ie in this case
|E|? rather than |

- CC=0.06 CC=0.94




Stage 2: score possible point groups

All possible combinations of rotations are scored to determine the point group.

Good scores in symmetry operations which are absent in the sub-group count against that
group.

Example: C-centred orthorhombic which might been hexagonal

O J oy U x» W DN

el el el e
O WN P O
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Laue Group

avl

Q
e @)

Q

C
C

1
1

C
1
1

m m m
2/m 1
2/m 1
2/m 1
P -1
m m m
P 6/m
2/m 1
2/m 1
P -3
m m
2/m
2/m

P -3 m
P 6/m m

m
1
1
P -3 1 m
1
m

* Kk %

Lklhd

O O O O O O OO OO oo oooo

. 989
.004
.003
.003
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000

NetZzc

wWwoorHRrFEPNMNEFEPERPEPEPEPERFREREREODdJ IO

.45
.22
.11
.11
.40
.91
.16
.51
.51
.04
.13
.64
.67
.12
.14
.93

W > O O O b O O b 01O O W W O

ZC+

.62
.68
.61
.61
.67
.11
.59
.15
.15
.75
.23
.25
.27
.00
.00
.93

O W W W WWWWWwWwwwbdhDdhDNho

ZC—

.17
.40
.50
.50
.27
.20
.43
.64
.64
71
.10
.61
.60
.87
.86
.00

O O O O OO OO OO Ooooooo

CC

.96
.97
.96
.96
.97
.51
.46
.52
.51
.48
.52
.53
.53
.40
.40
.39

O O O O OO OO OO Ooooo oo

CC-

.02
.25
.25
.25
.33
.32
.34
.36
.36
.37
.31
.36
.36
.39
.39
.00

Rmeas

O O O O O O OO OO oo oooo

.08
.00
.08
.08
.06
.34
.41
.33
.33
.40
.32
.32
.32
.44
.44
.44

ol eNeleNeReNoNeNoNoNolNoNoNeolNeolNe)

R_

.76
.50
.55
.55
.49
.51
.46
.47
.47
.45
.52
.47
.47
.44
.44
.00

Delta ReindexOperator

N ONMNOMNNOMNNOMNNOMNMNMNNMNO O OO O
OOl olololo oo o O

h,k,1]
l/2h+1/2k -1,-1/2h-1/2k]
h, k l]

-h,-1]
1/2h+1/2k 1/2h-1/2k,-1]

1/2h-1/2k,-3/2h-1/2k,-1]
1/2h-1/2k,-1/2h+1/2k,-1]
1/2h-1/2k,-3/2h-1/2k,-1]
3/2h-1/2k,-1/2h+1/2k, -1
1/2h-1/2k,-1/2h+1/2k, -1
1/2h-1/2k,-3/2h+1/2k, -1
1/2h-1/2k,-3/2h+1/2k, -1
-3/2h+1/2k,1/2h+1/2k,-1]
1/2h-1/2k,-1/2h+1/2k,-1]
1/2h-1/2k,-1/2h+1/2k,-1]
1/2h-1/2k,-1/2h+1/2k,-1]

[
[-
[
[-
[
[
[-
[
[- ]
[- ]
[- ]
[- ]
[-

[-

[-

[-



Stage 3: space group from axial systematic absences

Zone Humber PeakHeight SD Probability
Zones for Laue group P m m m
1 screw axis 2{1) [a] 3 1.000 0. 296 ** _.85869
2 screw axis 2{1) [b] 26 1.000 0.142 *xx 0.971
3 screw axis 2({(1) [c] 46 0.997 0.097 **x% 0_.966

EeflectionCondition

h0: h=2n
O0lz0Q: k=2n
001: 1=2n

Fourier analysis of I/o(l)

There are indications of 21 screw symmetry along all principle axes
(though note there are only 3 observations on the a axis (h0O reflections))

Ifsigl ws. index

O~ isig ] - Iisig|
- I'1sigl -@-1'15igl

Ifsigl ws. index

150

100 H

S0
S0+
0 0 v v

T T T T T T 1 T T
3 4 5 G 10
Index Index

T 1
30

Possible 21 axis along a Clear 21 axis along b

100 + 150 4

100 +

Ifsigl vs. index

-&- I5sigl
- 1'55igl

7 Mw W

T T T T T
10 20 30
Inde:x

Clear 21 axis along c

... BUT “confidence” in space group may be low due to sparse or missing information

Always check the space group later in the structure solution!



Possible spacegroups:
Indistinguishable space groups are grouped together on successive lines
'Reindex' is the operator to convert from the input hklin frame to the standard spaceqgroup frame.

'TotProb' is a total probability estimate {(unnormalised)

'SysAbsProb' is an estimate of the probability of the space group based on
the observed systematic absences.

'Conditions' are the reflection conditions ({(absences)

Spacegroup TotProb SysabsProb Eeindex Conditions
<P 21 21 21> { 19) 0.838 0.8bH1 h00Q: h=2n, 0k0: k=2n, 001: 1l=2n (zones 1,2,3)
<P 2 21 21> { 18) 0.104 0.106 0kO: k=2n, 001l: 1=2n (zones 2,3}
<P 21 2 21> { 18) 0.025 0.026 h00: h=2n, 001: 1=2n (zones 1,3)
<P 21 21 2> { 18) 0.012 0.012 h00: h=2n, 0k0: k=2n (zones 1,2)
Best Solution space group P 21 21 21
REeindex operator: [h,k,1]
Laue group probability: 0.985
Systematic absence probability: 0.861 ) ) )
Total probability: 0.838 _  Note high confidence in Laue group, but
Space group confidence: 0.754 . .
Laue group confidence 0.9s2 | lower confidence in space group
Unit cell: 34.16 H4.8 b3 90 90 90
17.00 to 1.78 - Resolution range used for Laue group search
17.00 to 1.78 - Resolution range in file, used for systematic absence check

Humber of batches in file: 100



What can go wrong?

Pseudo-symmetry or twinning (often connected) can suggest a point group symmetry
which is too high. Careful examination of the scores for individual symmetry operators may

indicate the truth (the program is not foolproof!)

POINTLESS works (usually) with unscaled data (hence use of correlation coefficients), so data
with a large range of scales, including a dead crystal, may give a too-low symmetry.
In bad cases either just use the first part of the data, or scale in P1 and run POINTLESS on

the scaled unmerged data

Potential axial systematic absences may be absent or few, so it may not be possible to
determine the space group. In that case the output file is labelled with the “space group”
with no screw axes, eg P2, P222, P622 etc, and the space group will have to be determined

later

NOTE that the space group is only a hypothesis until the structure has been
determined and satisfactorily refined



What can go wrong?

Pseudo symmetry example

Monoclinic, pseudo-orthorhombic (from NCS), B = 90°

Unit cell 107.99 270.51 155.96 90.00 90.36 90.00

Nelmt Lklhd Z-cc CC

1 0.925 9.13 0.91 14115 0.126

identity

N Rmeas Symmetry & operator (in Lattice Cell)

2 0.928 9.16 0.92 6811 0.176 *** 2-fold | (00 1) {-h,-k,I}, along original k
3 0.659 7.96 0.80 31850 0.252 * 2-fold k (0 1 0) {-h,k,-I}, along original |
4 0.678 8.02 0.80 6841 0.245* 2-fold h (100){h,-k,-1}, along original h

one 2-fold is stronger than the other two, but not enough to give the right answer

Laue Group Lklhd
> 1 Pmmm ** 0.745
=2 P12/m1 0.183
3 P 1 2/m1 0.030
4 P 1 2/m 1 0.028
5 P -1 0.014

Best Solution:

Reindex operator:
Laue group probability:

Systematic absence probability:

Total probability:
Space group confidence:
Laue group confidence

NetZc

R O O -

.33
.20
.59
.32
.01

O O O ©w

point group P 2 2 2

ZC+

.33
.14
.75
.27
.13

O O O O O —

Z,C— CC
0.00 0.83
7.94 0.91
8.16 0.88
8.59 0.83
8.12 0.91

h,1,-k]
. 745
.832
.620
.000
. 647

O O O o O

CC-

.00
.79
.82
.86
.81

Rmeas

O O O o O

.20
.14
.16
.20
.13

O O O o O

R_

.00
.25
.24
.21
.24

Delta

OO0 O o O
o b o b

ReindexOperator

Note low confidence in Laue (point) group



What can go wrong? Radiation damage example

15000
’ CC(identity)
3
Rmerge 0.8
10000 .
5 CC(2-fold)
0.6
5000 0.4
]
RMS deviation 0.2
%5 50 100 150 200 250 300 350 0
0 0 100 150 200 250 300 350
All data Batch °
Batch

1

Severe radiation damage after image 250

0.8

Likelihood 12
True space group is 12 (== C2), 06

i.e. it has a crystallographic dyad
(2-fold rotation)

0.4

Likelihood P1

0.2

Radiation damage obscures the O
dyad, giving the wrong lower Batch
symmetry P1 Scores from cumulative batch groups from the

start, i.e. 1-25, 1-50, 1-75, ... etc



A confusing case in C222:
Unit cell 74.72 129.22 184.25 90 90 90

This has b=V3a so can also be indexed on a hexagonal lattice,

lattice point group P622 (P6/mmm), with the reindex operator: h/2+k/2, h/2-k/2, -I

Conversely, a hexagonal lattice may be indexed as C222 in three distinct ways, so there is a

2 in 3 chance of the indexing program choosing the wrong one

Hexagonal axes (black)

,..l..

® ® Three alternative
C-centred orthorhombic
Lattices (coloured)



“Likelihood”

=

Score each symmetry operator in P622

\ Z- score(CC) /

Nelmt Lklhd

.808
.828
.000
.871
.000
.000
.870
.000
.000
.000

O W 0 -1 0 Ul i W MN K
O OO OO o oo oo

Z—

O O O 0oy O © oy © o Ul

CC

.94
.05
.06
.33
.53
.06
.32
.55
.12
.06

Correlation coefﬂuenty Rfactor (multiplicity weighted)

O O O OO o oo oo

.89
.91
.01
.95
.08
.01
.95
.08
.02
.01

9313
14088
16864
10418
12639
16015

2187

7552
11978
17036

Rmeas Symmetry & operator (in Lattice Cell)

0.115 identity

0.141 *** 2-fold 1 ( O O 1) {-h, -k, +1}

0.527 2-fold ( 1-1 0) {-k,-h,-1}

0.100 *** 2-fold ( 2=-1 0) {+h, -h-k, -1}

0.559 2-fold h (1 0 0) {+h+k, -k, -1}

0.562 2-fold (1 1 0) {+k,+h, -1}

0.087 *** 2-fold k ( 0 1 0) {-h, +h+k, -1}

0.540 2-fold (=1 2 0) {-h-k,+k, -1}

0.598 3-fold 1 ( 0 0 1) {-h-k,+h,+1} {+k,-h-k,+1}
0.582 6-fold 1 ( 0 0 1) {-k,+h+k,+1} {+h+k,-h,+1}

Only the orthorhombic symmetry operators are present



Alternative indexing

If the true point group is lower symmetry than the lattice group, alternative valid but non-
equivalent indexing schemes are possible, related by symmetry operators present in lattice
group but not in point group (note that these are also the cases where merohedral twinning is

possible)

eg if in space group P3 (or P31) there are 4 different schemes
(h,k,1) or (-h,-k,l) or (k,h,-1) or (-k,-h,-)

Show list | Select unmerged data files

@ Msersipre/Projects/Xtal/l2demo/Data/amphtest.mtz _ﬁ il
For the first crystal, you can Crystal name  AmpNT dataset name PG 2
choose any scheme Batches in file: 1001 - 1238
FOF su bseq uent crysta |S the Exclude batches from calculations and output
V4

autoindexing will randoml i

8 . Y Resolution range (A) to Maximum resoiution in files  3.50A
choose one setting, and we need

. . use explicit resolution range in symmetry determination as well as in scaling
to make it consistent: POINTLESS | - : —
Options for symmetry delermmaun-( Match index to reference data ﬁ)

will do this for you by comparing
the unmerged test data to a
reference dataset (merged or
unmerged, or coordinates)

Note that the space group from
the reference will be assumed to
be correct

Optional input data

1. Reference data to resolve indexing ambiguity and space group
use reference data in analysis against Batch after scaling

Reference data are Reflection list ﬁ

. Reflections

2. Optional existing FreeR set, define to copy or extend if necessary

and MUST be defined in next line

amph1_P3121_scalal: sel_peak imported by job 36

‘K Free A sat .5 not used a 1



Combining multiple files
Multiple “sweeps” or datasets (eg MAD)

Hide sl Select unmerged data files

Filename Crystal Dataset Exclude batches

pk_1_001.mtz

Peak, 3 files Pk_2.001.mz

EI Unmerged reflections loaded from pk_180_1_001.mtz by job 35

ki

Use the

dataset names Batohes in fil: 5001 - 5360

Exclude batches from calculations and output

<)

or assign files to
the same dataset



v Alternative index scores

Possible reindex operators: [h,k,l], [-k.h,l], [I.k,=-h], [-h,LK], [I,h,K], [k,],h]

Reindex operator Likelihood CC Reindex operator Likelihood CC

Lh, k1] 0.664 0.64 L, k1 0.755 0.65

[-k,h,l] 0.236 0.50 [-k,h,l] 0.153 0.45

ll,k,-h] 0.029 0.17 L, k,=h] 0.026 0.12

[=h,l,k] 0.024 0.11 [-h,l,k] 0.022 0.07

[, b, k] 0.024 0.11 l,h,k] 0.022 0.07

[k,l,h] 0.023 0.11 (K, 1, 0.021 0.06

Reindex operator Likelihood CC Reindex operator Likelihood CC

[h,k,I] 0.873 0.74 [h,k,I] 0.757 0.65

[-k,h,I] 0.067 0.43 [-k,h,I] 0.153 0.45

l,k,-h] 0.018 0.13 [l,k,=h] 0.026 0.12

[-h,l,k] 0.015 0.07 tl,h,k] 0.022 0.06

[k, 1, h] 0.014 0.05 [=h,l, kK] 0.021 0.06

[l,h,k] 0.014 0.04 (k,l,h] 0.021 0.06

Because of an indexing ambiguity Note also some ambiguity with the
(pseudo-cubic orthorhombic), we operator [-k,h,l] due to pseudo-
must check for consistent indexing merohedral twinning

between files



Scaling, merging and Data Quality

Put observations on a common scale

Analyse to:-
estimate resolution
check for radiation damage
reject outliers
Improve error estimates



Why are reflections on different scales?

(a) Factors related to incident beam and the camera

incident beam intensity; illuminated volume; primary beam absorption
(b) Factors related to the crystal and the diffracted beam

absorption; radiation damage (worse at high resolution)
(c) Factors related to the detector

miscalibration; corners of fibre-optic tapers for CCDs

Beam-stop shadow etc (Important)

Scaling tries to make symmetry-related and duplicate measurements of a reflection equal,
by modelling the diffraction experiment, principally as a function of the incident and
diffracted beam directions in the crystal. This makes the data internally consistent (not
necessarily correct)

Minimize @ =2}, Wy, (I - gni<lh>)?

l,,, I'th intensity observation of reflection h ki, scale factor for |,
<l,> current estimate of |,

g = 1/ky, is a function of the parameters of the scaling model

g, = g(d rotation/image number) . g(time) .  g(s) ... other factors
Primary beam s, B-factor Absorption



The scale model should reflect the data collection strategy

Data collection strategy should be designed to get good scaling and analysis

high multiplicity (low dose) gives:-
e good scaling
e good outlier rejection

e the opportunity to reject radiation damaged parts of the data without
losing completeness

For example, in the extreme case of serial crystallography, with small

rotation (or zero) range per crystal and many crystals, use one scale
& B-factor / crystal

Average radiation damage
(scales up high resolution observations)

g, = g(¢ rotation/image number) . g(time) .  g(s2) ... other factors
Primary beam s, B-factor Absorption

Illuminated volume etc . .
/ Important with big

crystals at long
exp(-2B(sin 68/A)?) wavelength



Factors related to incident Xray beam

(a) incident beam intensity: variable on synchrotrons and not normally
measured. Assumed to be constant during a single image, or at least
varying smoothly and slowly (relative to exposure time). If this is not

true, the data will be poor

(b) illuminated volume: changes with ¢ if beam smaller than crystal

(c) absorption in primary beam by crystal: indistinguishable from (b)

Data collection with open shutter (eg with Pilatus or Eiger detector)
avoids synchronisation errors



Detector

X-ray source /)/Tg‘\\;/

Rotation axis




Detector

X-ray source

Rotation axis



Factors related to crystal and diffracted beam

(e) Absorption in secondary beam - serious at long wavelength
(including CuKa)

(f) radiation damage - serious. Not easily correctable unless small as
the structure is changing

The relative B-factor is largely a correction for the average radiation
damage



Detector

X-ray source

~V

Rotation axis



(b)

Fig. 2. A protein crystal ball. The HEWL crystal was modified into a spherical shape by laser irradiation. (a) The loop-mounted crystal
before laser irradiation. The crystal was flash-cooled after immersion in a cryoprotectant. (b) The laser-processed crystal. A diameter
of the spherical part was 0.3 mm. (¢) Corresponding illustration of the photographs. The dashed line indicates a contour of the sample
after laser irradiation.

H. Kitano et al. Jpn. J. Appl. Phys., 44, 2



Factors related to the detector

e The detector should be properly calibrated for spatial distortion
and sensitivity of response, and should be stable. Problems with
this are difficult to detect from diffraction data. There are known
problems in the tile corners of CCD detectors (corrected for in XDS)

e The useful area of the detector should be calibrated or told to the
integration program

— Calibration should flag defective pixels (hot or cold) and dead
regions eg between tiles

— The user should tell the integration program about shadows
from the beamstop, beamstop support or cryocooler (define
bad areas by circles, rectangles, arcs etc)



Viewing the output statistics (job report from ccp4i2)

¥ Key summary

1. key
Selecting space group P 21 21 21
su m ma ry as there is a single space group with the highest score

Solution probability: 0.853, Confidence 0.835 (high resolution limit for symmetry testing 3.252A)

MOTE: the final selected symmetry and cell have alternative indexing schemes, but no reference data has been given

Possible alternative indexing operators (with cell differences in A): [h, k1] (0.00), [-h,LK] (0.71), [-k,h,0] (0.73), [I,h,k] (1.25), [k,l,h] (1.25),
(Lk,-h] (1.44)

If you already have a matching dataset, you should choose it as a reference set to get consistent indexing

Key statistics for Dataset: 12demo/Brap/pk

Resolution of input data: 2.79A, resolution estimate 2.87A

Rmeas: overall 0.151, inner bin 0.069

In outer bin: Mean(l/sdl) 0.8 CC(1/2) 0.266

Anomalous CC(1/2) in inner bin 0.753

Significant anomalous signal extends to a resolution of 3.74A (above CCanom threshold 0.15)

WarningS: Warning: Possible twinning, twin fraction estimates from Britton plot 0.20, from H-test 0.23
red, bad; No evidence of possible translational non-crystallographic symmetry

orange, maybe OK;

green, OK

No ice rings found.



Viewing the output statistics (job report)

2. main
summary

Space group
determination

scores for individual
symmetry elements
may detect pseudo-
symmetry ...

... Or suggest
twinning

“Table 1”

Space group determination
WARNING: the L-test suggests that the data may be twinned, so
the indicated Laue symmetry may be too high
Rough estimated twin fraction: 0.096

Selecting space group P 21 21 21
as there is a single space group with the highest score

Solution type: space group

Group name P21 21 21
Reindex [h,k,I]
Space group confidence 0.835
Laue group confidence 0.938
Laue group probability 0.948

Systematic absence probability 0.900

w0203 0.198
D

Scores for each symmetry element
Lattice group name P 4 3 2

Reindex operator from input to lattice: [h,k,l]

Likelihood CC R SYmmetry
0.913 0.88 0.097 id entity
0.901 0.87 0,109 === 2-fold| (00 1){-h,-k,l}
0.917 0.88 0.090 === 2-fold k({0 1 0){-h,k,-I}
0.913 0.88 0.103 === Z2-fold h{1 0 0} {h,-k,-l}

0.214 0.56 0.191
0.051 0.06 0.588
0.052 0.13 0.494

2-fold ( 1-1 0) {-k,-h,-1}
2-fold (0 1-1) {-h,-l,-k}
2-fold (1 0-1) {-l,-k,-h}

0.223 0.57 0.193 2-fold (1 1 0) {k,h,-I}
0.051 0.11 0.512 2-fold (1 0 1) {l,-k,h}
0.051 0.06 0.562 2-fold (0 1 1) {-h,l,k}
0.053 0.04 0.720 j-fold ( 1-1-1) {-k,l,~h}
0.054 0.04 0.712 3-fold (1 1-1) {-I,h,-k}
0.053 0.04 0.701 3-fold ( 1-1 1) {l,-h,-k}

0.053 0.04 0.704 -fold (1 1 1) {k,l,h}
4-fold 1 {0 0 1) {-k,h,l}
0.509 4-fold Kk (0 1 0) {lk,~h}

4-fold h (1 0 0) {h,l,-k}

0.050
0.052 0.05 0.565

Download as CSV file

Data internal consistency statistics

summary of merging statistics for dataset
I2demo/Brap/pk

Overall Inner  Outer

Low resolution limit 57.82 57.82 2.94

High resolution limit 2.79 B.B1 2.79
Rmerge(within 1+ /I-) 0.140 0.064 2.085
Rmerge(all I+ and 1-) 0.154 0.076 2.218
Rmeas (within 1+ /1-) 0.151 0.069 2.336
Rmeas (all 1+ & 1-) 0.161 0.080 2.352

Rpim (within 1+ /1-) 0.057 0.026 1.013

Rpim (all 1+ & [-) 0.045 0.023 0.754

Rmerge in top intensity bin 0.063

Number of observations 178940 5691 18047
Number unigue 14045 501 1955
Mean((l}/sd{I}) 9.7 33.5 0.8

Half-set correlation CC(1 /2) 0.998 0.997 0.266

Completeness % 99.5 97.6 96.9
Multiplicity 12.7 11.4 9.2
Anomalous completeness % 98.5 98.1 90.8
Anomalous multiplicity 6.4 6.9 4.7
DelAnom CC(1/2) 0.664 0.753 -0.026

Mid-Slope of Anom Probability 1.020

irs to be a significant anomalous signal so
lomalous flag was switched ON




pop out separate
graph viewer

Viewing the output statistics (job report)

3. The most important graphs

pull-down to change graph

4. more details in folders,
closed by default

» Details of space group determination
» Other merging graphs
» Details of merging

» Intensity statistics: twinning tNCS etc

Analysis as a function of resolution

Plot of CC(1/2) vs. resolution may indicate a suitable resoluti
cutoff, and indicate presence of an anomalous signal

(but check anisotropy)

Analysis as a functio

Analyses against Batch may show radiation Wymage, and which
parts of the data should be remo

(but consider completeness)

/—V CCU!E]WE&DIuIinn,ma:-:resnluticd Fail Mnik) & Ok (theta=0) v. batch <] ~
1.00 2.0
W CCancmiit o
0.75 CCit ,
I ccuz
0.50 Bl CCanom

0.00 MW
0.0

Analyses by resolution

100 200 300

1100 1200 1300

Analyses by batch

ling etc, more
This dataset is probably NOT twinned

L-test for twinnin
9 Acentric intensity moments

cumulative distribution function fﬂrd ~
12 Intensity second mnmem{IId ~
Il Twinned
1.0 Bl Untwinned i
B N
0.8
0.6
1.0
0.4
0.5
0.2
0.0
447 316 2.58
0.0
0.0 0.2 0.4 0.6 0.8 1.0
Values for these data, and for ideal data (unmwinned or twinned)
. ° Perfect
Analyses for tW|nn|ng Operator Value  Untwinned
win
A2z j<l=n2 2117 2.000 1.500
<|A3=j<|=A3  T.082 6.000 3.000
<|rhd=<l=A4 32.680 24.000 7.500



Export of processed data from 12 for e.g. 11

Easiest way is to choose ExportMTZ from data reduction task

& DEVELOPMENT CCP4

®

Run  Runonserver Clonejob Help Bibliography §\ Export MTZ

# alpha-0 Proy
.!.{-




What should you look at? What are the questions?

Are there some parts of the data which much worse than the best parts? Maybe these
should be omitted (subject to completeness)

Should you apply a resolution cutoff?

Measures of quality:

Signal/noise estimates <l/o(l)> note # <I>/<o(l)>
but o(l) estimates are not perfect

Measures of internal consistency:
(1) R-factors

R

traditional overall measures of quality, but increases with multiplicity although the data improves
Rmeas = Rr.i.m.= z\/(ﬂ/n'l) | IhI - <Ih> | /z | <Ih> |

multiplicity-weighted, better (but larger)

Ryim=2V(1/n-1) | I, -<k>|/Z]| <> |

“Precision-indicating R-factor” gets better (smaller) with increasing multiplicity, ie it estimates the precision of the
merged <I>

(2) correlation coefficients
Half-dataset correlation coefficient CCy/z:

Split observations for each reflection data randomly into 2 halves, and calculate the correlation coefficient
between them (essentially comparing the dispersion of individual observations with the dispersion of the data)

merge — 2 | Ih| - <Ih> | /z | <|h> | a.k.a Rsym or Rint

p.i.m.



What should you look at?

11

0) v. batch

Mn(k) & Ok (theta=
OCa2aNREROTOSND

Relative Bfactor & Decay v. batch
)
o

-100

2.0
1.8
1.6
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0

Rref and CCrefv Batch for all runs

Five crystals

 Scales

Scale at

N Y O O A

oL

: Relative

B-factor - B-factor

‘Batch

oL

R-factor

- Comparison to
| reference calculated
" from model

Good parts (least bad)
CC higher, R-factor lower

|
]

ol

Analyses as a function of “batch” (ie image number)

Look at :

® scales

® relative B-factor (overall radiation damage)
® cumulative completeness

® maybe comparison to reference

25 - i T i T f —=
= 20 t .
= I Mean
2 15 | scale |
s .1 Two lattices |
=
£ 57 Scale at \_ -
6=0
0 T, - | . | . | )
0 100 200 300 Batch
L 'Jl [ |
Lattice 1 Lattice 2
Lattice 2 is much weaker in the middle

9% |
80 |
70 |
60 |
50 |
40 |
30 |
20 |
10 |

Cumulative
completeness

Cumulative %completeness & Anom%cmpl v Batcl

0 100 200 300



Analyses as a function of resolution

We can plot various statistics against resolution to determine where we should cut the data,
allowing for anisotropy.

What do we mean by the “resolution” of the data? We want to determine the point at which

adding another shell of data does not add any “significant” information, but how do we
measure this?

Resolution is a contentious issue, often with referees:

What scores can we use?



What about R-factors?

Note that Rmerge
and Rmeas are useful for other

purposes, but not for deciding
the resolution cutoff

Rmerge
Or Rmeas

Rmerge tends to infinity as data
gets weaker

1/d?

Resolution

Where is the cut-off point? Note that the crystallographic R-factor behaves quite
differently: at higher resolution as the data become noisier,
Reryst tends to a constant value, not to infinity



1. <1/o(l)> = <signal/noise> 2. CCy/2

/(1) \ fter averagin Half-dataset correlation coefficient:
&Ins Split observations for each reflection randomly into
\ 3 2 halves, and calculate the correlation coefficient
\ \\\ 2 between them (or equivalent calculation)
) 1
T
\ /"“\ § O 10 l -@- CClmean
\_/' J
Resolution :
0.5 |
Cut here? :
A reasonably good criterion, but it 0
relies on o(l), which is not entirely
reliable Resolution
Advantages:

® Clear meaning to values (1.0 is perfect, O is no
correlation) , known statistical properties

_ ® Independent of o(l)
Cut resolution at

<l/o(l)> after averaging
Mn(l/sd)=1—2 cut resolution at CC~=0.3-0.5



Anisotropy

Many (perhaps most) datasets are anisotropic

The principal directions of anisotropy are defined by symmetry (axes or planes), except in the
monoclinic and triclinic systems, in which we can calculate the orthogonal principle directions

We can then analyse half-dataset CCs or <l/o(l)> in cones around the principle axes, or as
projections on to the axes

Imean CCs v resolution Mn{lisd) v resolution

19 $-cc B0 - (Vsd)d
- cC_u2 - (lisd)yd2

0@ - Cones cC_d3 ] (Ifsd)d3

40 -
0 -

8 < '
1 91A |/o(l)>in cones

2.15A \
- \

I T T T T T T I T T T T T T
100.0 3.16 224 183 100.0 318 2.24 1.83
R Resolution (A)
Projected Imean CCs v resol 2 _OOA
-@- CCp

@ Anisotropic cutoffs are probably a Bad Thing, since it

leads to strange series termination errors and
problem with intensity statistics

0.8

0.6

Projections

0.4 5

So where should we cut the data?
Maybe at some compromise point

0.2 1

I T T T T T T
100.0 316 2.24 183
Resolution (A)



How should we decide the resolution of a dataset?

| don’t know, but ...

Look at CC1/2, <l/o(l)>, and anisotropy

“Best” resolution is different for different purposes, so don’t cut it too soon

® Experimental phasing
® substructure location is generally unweighted, so cut back conservatively to data with
high signal/noise ratio
® for phasing, use all “reasonable” data

® Molecular replacement: Phaser uses likelihood weighting, but there is probably no gain in
using the very weak high resolution data

® Model building and refinement: if everything is perfectly weighted (perfect error models!),
then extending the data should do no harm and may do good

There is no reason to suppose that cutting back the resolution to satisfy referees will
improve your model!

Future developments may improve treatment of weak noisy data



Example continued: refinement against real data or simulated data

Random F around

R " expected value ~58% thanks to Garib
free Murshudov
~42% L
| °  All these indicators are roughly
Expected <F> . . :
consistent that a suitable resolution
0z cutoff is around 2.0A, but that anything
Actual data (F) between 1.9A and 2.1A can be justified,
N with current technologies
3-|1’5 Hesull;tiun (A) 2.I24 2.IOA 1-;33 . .
Anisotro Thin lines:
py CC(lobs v. calc)
| CC(lobsv.calc) ']
. Half-dataset .
CC(lobs) Thick lines:
47 “*1  Half-dataset CC(lobs)
100.0 316 Resolution (A) 2.24 2 OA 1.83 100.0 316 2.24 1.83

Resolution {A)



Improved estimate of o(l)

The error estimate o(l) from the integration program is too

small particularly for large intensities. A “corrected” value may
be estimated by increasing it for large intensities such that the
mean scatter of scaled observations on average equals ¢’(l), in

all intensity ranges

Corrected o’(lhl)? = SDfac? [6? + SdB <In> + (SdAdd <Ih>)?]

SDfac, SdB and SdAdd are automatically adjusted parameters

Sigma(scatter/SD) and mean(Y?)

should = 1.0

... but error estimation is

difficult

¥ SD analysis

Analysis of sd(l)

Error estimates sd{l} are analysed as functions of intensity (and rescluticn and batch},

as sigmaldeltall} sdil}}, where deltall} = Ihl-<lh:=, and as reduced chi~2 {gocdness of fit), ([deltall};/ sd{l}]~2}/ (n-m}

Parameters for improvement of sd(l} estimates: sd™{l} = SdFac * Sqrt[sdil}+2 + 5dB | + (SdAdd 1}~2]

SDcorrection parameters are flagged with moderate () or severe (x) warning, if SDfac = 2.0 or 3.0,

or if 5Dadd is negative or = 0.06 or 0.1 respectively

15a is the asymptotic maximum |/siglll = 1/(5dFac*Sdadd)

SdFac flag 5dB SdAdd flag IS

Run1 0.52 2.7  0.0424

Analysis against intensity

|Sigma(scatter/SD), Mn(Chi2), wi |
1.2

-4

0
0.2
» Should be =1.0
0.4
0.2

0.0

hiSaFo

1000 2000 3000 4000 5000 6000

Analysis against resclution

1.25

1.00

0.75

0.50

0.25

0.00

Inf 316 224

Filtered Mean(Chi*2)(=5sd) v Res j

1.83

,

1.58




Outliers

Detection of outliers is easiest if the multiplicity is high

Removal of spots behind the backstop shadow does not work well at

present: usually it rejects all the good ones, so tell
(eg Mosflm) where the backstop shadow is.

Reasons for outliers

® outside reliable area of detector (eg behind shadow)
specify backstop shadow, calibrate detector
® [ce spots
do not get ice on your crystal!

e multiple lattices

find single crystal Rejects lie on

e Zingers ice rings (red)
. (ROGUEPLOT

e bad prediction (spot not there) in Scala)

improve prediction
e spot overlap
lower mosaicity, smaller slice, move detector back

deconvolute overlaps

integration program

Position of rejects on
detector



Detecting anomalous signals

The data contains both I+ (hkl) and I- (-h-k-1) observations and we can detect whether there is
a significant difference between them.

200 X| Loggraph 5_scala.log S p I it O n e d ata Set ra n d O m Iy i nto tWO O00 X! Loggraph Examples_5_correlplot.xmgr

hle Appearance Edit Utilities Help ||

File pearance Edit LUtilities Help || .
. Anom & Imean CCs v resolution - halves) CaICUIate Correlatlon between DelAnom scatter plot
<« the two halves or

CC_Imean

\ compare different wavelengths (MAD)

05+

| Corre.la.tion Plot Al1 against Al>
D/COEff'C'.e”t VS. should be elongated *
re;olutlgn along diagonal |

T T T T T
45 316 258 -5
Resolution {A)

2.71,-0.50
Tables in File

Analysis against intensity, hg F St r O n
Completeness, multiplicli ~ ~ ~

Loggraph Examples_5_anomplot.xmgr
Correlations within datas X ggrap RS p 9

-10 4

Awial reflections, asis h, Fle Appearance Edit Utilities Help || 10 ' 5 ' 0 ' 5 ' 10
Axial reflections, axis I, L bt
' ; ) 9.142,-11.4 Y
Anomalous differences a I I O I I l a O ' l S S I I I a Ce T T |
Anom & Imean CCs vres  _ =
Hle Appearance Edit Utilities Help ||

RMS3 correlation ratio

RMS correlation ratio

-@- RCR_anom
-@- RCR_cen

Ratio of width of 3

distribution along /

Slope > 1.0 means diagonal to width .

that Al > o across diagonal ://‘\’f\

T T T T T
45 316 253
1 (A)

ey “RMS correlation ratio” .

3.605,-6.32 v
Analysis against intensity, hg 1]
|
£

Completeness, multiplicity, Rmeas v. resolution, hy
Correlations within dataset, hy
Axial reflections, axis h, hy




Detecting anomalous signals

The data contains both I+ (hkl) and I- (-h-k-1) observations and we can detect whether there is
a significant difference between them.

el e

X! Loggraph 7_scala.log

Fle Appearance Edit Utilities

Split one dataset randomly into two

Help ||

Anom & Imean CCs v resolution -
] -

Correlation
" coefficient
resolution

05

the two halves or

VS.

45
Resolution (A)
3.78,-0.37
Tables in File

T
316

Analysis against intensity, EMTS1
Completeness, multiplicity. Rmeas v. resolution. EMTS31
Correlations within dats) ™ () ()

Axial reflections, axis h
Axial reflections, axis I,| File  Appearance Edit Utilities

N Loggraph Examples_7_anomplot.xmgr

Help |

Anomalo

Anom & Imean CCS ¥ re
RMS correlation ratio

us differences

Slope > 1.0 means
that Al >0

deltafexpected)

halves, calculate correlation between

compare different wavelengths (MAD)

i Weak but useful
anomalous signal "

sno
hle Appearance Edit Utilities

|| Loggraph Examples_7_correlplot.xmgr

Help

104

Plot Al1 against Al

should be elongated | |

along diagonal

DelAnom scatter plot

T T T T 1
1] 5 10
P

File Appearance Edit LWHilities Help

e )

X/ Loggraph 7_scala.log

Ratio of width of :
distribution along |
diagonal to width

15 4

RMS correlation ratio

across diagonal -

“RMS correlation ratio”

-@- RCR_anom
-@-RCR_cen

T T T
45 318
Resolution {A)

e

4.244,-5.25

e e ey oo - —___tiDN, EMTS1

| Correlations within dataset, EMTS1 |

| pwial reflections, axis h, EMTS1 ]
Graphs in Selected Table
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Intensity statistics

We need to look at the distribution of intensities to detect twinning

Assuming atoms are randomly placed in the unit cell, then
<I>(s) = <F F*>(s) = Z; g(j, s)?
where g(j, s) is the scattering from atom j at s = sinB/A

e e

X! Loggraph 11_scala.log
Hle Appearance Edit  Utilities Help H

Wilson plot - estimated B factor = 18.6

Average intensity falls off with resolution,
mainly because of atomic motions (B-factors)

L e For the purposes of looking for crystal
Trunca_te style U:slsngl::]tr e | . o o
St r pathologies, we are not interested in the
[P S - i variation with resolution, so we can use
o . )) e, o o
<I>(s) = C exp (-2 B s2) normalised” intensities which are
Wilson plot: log(<I>(s)) vs s2 independent of resolution

This would be a straight line if all
the atoms had the same B-factor



Normalised intensities: relative to average intensity at that resolution

Z(h) =1(h)/<I(s)> = |E|?
<Z(s)> = 1.0 by definition

<Z%(s)> >1.0 depending on the distribution

<Z%(s)> is larger if the distribution of intensities is wider: it is the 2nd moment

ie the variance (this is the 4th moment of E)

many weak reflections

2
<> few weak reflections Moment
V S
1
0
S

0.4

0.6+

0.4+

0.2+

cumulative distribution function for |L|

7 - Observed
| - Expected_untwinned
Expected_twinned

Padilla — Yeates
L test

Twinned

I T T T T T T T T T 1
0 0.2 04 06 08 i
L

Cumulative distribution of Z: p(Z) vs. Z

many weak reflections

' .
p(Z)
p(Z1) / few weak reflections
0
0 7 5

1

p(Z1) is the proportion of
reflections with Z< Z;



Other features of the intensity distribution which
may obscure or mimic twinning

Translational non-crystallographic symmetry:
whole classes of reflections may be weak
eg h odd with a NCS translation of ~¥1/2,00
<|> over all reflections is misleading, so Z values are inappropriate
The reflection classes should be separated (not yet done)

Anisotropy: <I> is misleading so Z values are wrong
ctruncate applies an anisotropic scaling before analysis

Weak data: the ideal statistics are based on perfect data.

If the signal/noise ratio is small, then the statistics may falsely
suggest twinning

Overlapping spots: a strong reflection can inflate the value of a
weak neighbour, leading to too few weak reflections
this mimics the effect of twinning



Estimation of amplitude |F| from intensity /
If we knew the true intensity J then we could just take the square root
|F| =VJ

But measured intensities / have an error o(/) so a small intensity may be
measured as negative.

The “best” estimate of |F| larger than VI for small intensities (<™ 3 o(/)) to
allow for the fact that we know than |F| must be positive

[c]truncate estimates |F| from [ and o(/) using the average intensity in the
same resolution range: this give the prior probability p(J)

E(F; 1, mn*.r:{ F p(l;J,0()) p(J)dJ

French & Wilson 1978

BUT best to use intensities | rather than amplitude F wherever possible



Summary: Questions & Decisions

® Do look critically at the data processing statistics

® What is the point group (Laue group)?

® \What is the space group?

® \Was the crystal dead at the end?

® |s the dataset complete?

® Do you want to cut back the resolution?

® |s this the best dataset so far for this project?
® Should you merge data from multiple crystals?
® |s there anomalous signal (if you expect one)?
® Are the data twinned?

Try alternative processing strategies: different choices of cutoffs, merging crystals, etc
test with MR (log-likelihood gain) or refinement (Rfree, map quality)

Data processing is not necessarily something you just do once
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